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Abstract 
Voice over Internet Protocol (VoIP) is the technology that enables voice packets 

transmission over Internet Protocol (IP). Security is of concern whenever open networks 

are to be used. VoIP suffers from packet latency and loss due to the nature of IP network. 

Cryptographic systems may be used to achieve VoIP security, but their impact on the 

Quality of Service (QoS) should be minimized. The fact that most of the known 

encryption algorithms are computationally expensive results in a significant amount of 

time added to packet delay. VoIP is usually used by public users resulting in a key 

exchange problem; a trusted intermediate authority normally takes this responsibility. 

 

In this research, VoIP security was enhanced via a proposed cryptographic system. The 

proposed solution consists of a simple, but strong encryption/decryption algorithm as well 

as an embedded method to exchange the keys between users. In this research, new key is 

generated in a random fashion from a pool of master keys and then used to encrypt each 

new voice packet to strengthen the security level. The generated keys passed four 

implemented randomness statistical tests. Key exchange is carried out by mixing some 

information about the key with the ciphered voice data; this information is enough for a 

target receiver to regenerate/extract the key. 

The proposed solution was implemented and tested, the results showed that the required 

time for the security processes is minimized compared to some known algorithms. The 

analysis improved that the security level has a direct relationship with the number of 

possible keys that can be generated from the master key; this number can be increased by 

increasing the value range of the factors that affect this number. Finally, a delay budget 

for VoIP on variety network configurations was presented for a variety of codecs; which 

can be used as guidance for VoIP developers.   
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 رفع كفاءة السرية للمكالمات الصوتية عبر شبكة الانترنت
 الملخص

Arabic Summary 
 

( هو مصطلل  يتطدخ ل للديربع عت تسا طل البيانات الصوتية عبر شبكة الانترنتن إن  ية الميرلومات VoIPإن )

مت الدأخع في وصول حزل  ( ييرانيVoIPتيردبر مت الأهمية بمكان حيثما ا طدخ مت الببكات المفدوحة لقللاان إن تلبي  )

( إلا أن تأثعها VoIPالبيانات بل وفل اناا أحيانان إن أنظمة تبفع البيانات يمكت أن تتدخ ل لدحلي  السرية في تلبي  )

على نوعية الخ مة يجب أن يبلى في ح ه الأدنىن وبما أن خوارزميات الدبططفع الميرسوفة تتدخ ل عمليات حتابية يويلة 

( عادة VoIP( زيادة ميرقوية على الوقت اللازل لوصول البياناتن إن تلبي  )VoIPا دخ اماا مع تلبي  )فإنه يقدج عت 

ما يتططدخ ل مت قبل اليرمول ناتجا عت كلم مبططكلة في تبادل مفاتي  الدبططفع بخ المتططدخ مخ والال يدة باليرادة عت 

 يسي  مؤ تة و يلة موثوقةن

( مت خلال نظال ملترح لدبفع البيانات الصوتية VoIPية في تلبي  )في هاه الأيسوحة تة تحتطخ متدو  السر

بلسيلة  طططالة وفيرالة وكالم يسيلة يطططمقية لدبادل المفاتي  بخ المتطططدخ مخن في الحل الملترح يدة تولي  مفداح   ي  

 ل رفع كفاءة أ بلسيلة عبطوايية مت  طلة مفاتي  رييتطية ليتدخ ل في عملية الدبفع مع كل ر الة صوتية   ي ة مت 

إن المفاتي  الدي يدة تولي ها في اللسيلة الملترحة إ دازت الاخدبارات الإحصايية الدي تة بسمجداا للياس متطدو  السرطيةن

أما عملية تبادل المفاتي  فإناا تدة مت خلال مزج بيرض الميرلومات عت المفداح مع  متطططدو  اليربطططواييطة لااه المفاتي ن

 يري  تولي  المفداحنبيانات كافية للمتدلبل لكي تاه الالبيانات المبفسة وه

للط  تة بسمجطة واخدبار الحل الملترح وق  أراست القدايج أن الوقت اللازل لدقفيا إ ساءات الحماية على البيانات 

تللص إلى حط  ملبول ملارنة ببيرض الخوارزميات الميرسوفةن كما أثبت الدحليل و ود علاقة مباةة ما بخ در ة السرطططية 

وع د المفاتي  الدي يمكت تولي ها مت المفداح السييسيطططن إن ع د هاه المفاتي  يمكت زيادته بزيادة الم يات للية اليروامل 

( على VoIPالدي ييردم  علياا هاا السقةن  وأخعا فل  تة احدتاب الوقت المدوقع أن تتدغسقه حزمة البيانات في تلبي  )

 (نVoIPدخ ل ك ليل لملورل تلبيلات )ع د مت شبكات الحا وب مما يمكت أن يت
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Introduction 
1.1. Introduction 

Various multimedia applications over Internet Protocol (IP) such as Voice over Internet 

Protocol (VoIP) increase the user satisfaction on networks that are used for information 

exchange. However there is some concern of security whenever data is transmitted over 

an open network. Cryptography plays a major role in maintaining the secrecy of data, but 

new methods should be used with VoIP systems to minimize the effect of cryptographic 

process on end-to-end delay. 

 

VoIP is the technology of transferring voice data over IP networks. The main advantages 

of this technology over the traditional Public Switched Telephone Network (PSTN) are 

cost, integration with other media services, portability, and bandwidth utilization. At the 

same time, this technology faces some challenges such as latency, packet loss, and 

security.  

Any VoIP conversation is subject to be compromised by any user on the IP network. The 

hackers/intruders have sniffing tools; therefore, a security process should be applied on 

any important and valuable voice packet. Cryptography is widely used to protect data 

that traverse over open networks but most of the known encryption algorithms were built 

for text data; these algorithms consume significant amount of time due to their extensive 

computation; therefore these algorithms are not suitable to be used with VoIP which 

already suffers from latency. The encryption modes that depend on their decryption 

process of a packet on its preceding packet such as Cipher Block Chaining (CBC) and 

Cipher FeedBack (CFB) are not suitable to be used with VoIP security; this is because 

VoIP usually depends on an unreliable transmission  
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channel and a packet loss yields an error in the decryption process of the next packet 

since there is no retransmission of the lost packet(s). Because of the above and other 

reasons an inexpensive, simple, and robust technique should be used in VoIP security. 

 

1.2. Statement of the problem 

Current data encryption/decryption techniques introduce an unacceptable delay when 

they are used with VoIP. In this research, a new encryption/decryption technique which 

adds a minimum overhead delay to a voice packet in VoIP application is to be introduced.  

VoIP is expected to replace the traditional PSTN. To transmit voice over data network it 

should be encoded (i.e. digitized). There exist a number of codecs; the selection of a 

voice coder among them is not an easy job since each of them has its own data rate, 

packetization delay, QoS, and bandwidth requirements; therefore, there is no single 

choice that is suitable for all VoIP deployments. It is also necessary to look for an 

efficient flexible selection of vocoder. Further more, most of the available VoIP 

applications transmit the voice packets with no security on the current data networks due 

to inherent issues of any IP service and unique requirements of VoIP including real-time 

needs [Collier]. Some data encryption/decryption techniques can be applied to the voice 

packets transferred over IP; but the problem here is the delay overload that comes from 

encryption/decryption processes; in this research, an encryption/decryption technique to 

secure VoIP packets that would not add a significant amount of delay is introduced.  

Keys management and distribution form the main problem in the symmetric key 

encryption; in this research, a self organized and embedded method (i.e. without a third 

party) for the key distribution is introduced; this is done by mixing some information  
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with the voice packet which gives the receiver the ability to extract the key. Further more, 

new key is used with each new packet to strengthen this security approach; the effect of 

this is the extra overhead added to the packet, but it is relatively small (only three bytes). 

1.3. Goals of this research 

The objectives of this research are summarized as follows: 

1. Investigate the effects of encryption/decryption and key management processes on 

VoIP packets delay. 

2. Propose a new encryption/decryption technique to maintain security on VoIP with 

minimum time delay. 

3. Compare the delay introduced by the suggested encryption/decryption technique to 

the delay introduced by a known encryption/decryption algorithm(s). 

4. Propose an embedded key management solution to VoIP system without an 

intermediate authority. 

5. Estimate the delay budget of VoIP system using the suggested solution on variety 

network configurations. 

1.4. Suggested solution 

The proposed solution can be summarized as: 

1. The sender/caller will issue a request for a call. 

2.  The receiver will issue a response. 

3. If the receiver response is "OK" then a bidirectional call starts with the following 

operations: 

a. Voice collection. 
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4. b. Voice coding (A/D conversion and compression). 

c. Packetization. 

d. Encryption key selection at the sender side. An inexpensive, simple, strong, and 

flexible method was used for the key selection; different keys with different sizes 

for different packets are used in order to increase the security level. 

e. Encryption of the voice data with the selected key. 

f. Mixing the key information with the ciphered data in order to help the receiver to 

recompose the same key. 

g. Transmission of the mixed data. 

h. Extraction of the encryption key at the receiver side. Only the target user can 

extract the key. 

i. Decryption of the voice data with the extracted key. 

j. Voice decoding (decompression and D/A conversion) 

5. One of the two parties issue termination. 

6. Call finishes. 

1.5. Summary 

The main contribution of this research is the new encryption and key management 

method which enhances the VoIP security. This new method uses a simple and robust 

technique to encrypt the voice packets and applies an embedded method for key 

management. This new method satisfies the security goal without adding much time to 

the end-to-end delay of voice packets. Every new voice packet uses new key to strengthen 

the security level. Delay budget guidance for network designers is another contribution 

of this research. 
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1.6. Dissertation structure 

The dissertation is structured as follows: 

 Chapter two provides an overview of communication convergence, PSTN, VoIP, and 

cryptographic. It introduces the main concepts, advantages, disadvantages, 

challenges, security, coders/decoders (codecs) properties, Quality of Service (QoS) 

measures, end-to-end delay sources, and the related protocols of VoIP. Also it 

introduces the main concepts of the traditional encryption techniques and their effect 

on the voice delay if they are used to encrypt the voice over IP. Furthermore, it 

introduces some previous related works. 

 Chapter three presents and discusses the proposed encryption approach as well as a 

unique method of key selection for the encryption of the voice packets. It also 

illustrates the time estimation for these algorithms as well as the time required to 

encrypt the data using AES_Rijndael algorithm for different situations. 

 Chapter four presents and discusses how the proposed technique is used to mix the 

key information with the voice data at the sender side and split them at the receiver 

side. It also presents time estimation for the algorithms used in different scenarios. 

 Chapter five presents and discusses the key extraction and decryption algorithms. It 

also illustrates the time estimation for the algorithms as well as the time required to 

decrypt the data using AES_Rijndael algorithm for different situations. 

 Chapter six analyzes the test results and evaluates the strength of the proposed 

security approach. It also includes a lot of examples that compute the voice end-to-

end delay budget; these examples can be used as guidelines by the network designers.   
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 Chapter seven presents the VoIP prototype built to test the proposed solution. It 

presents the system architecture, database design, algorithms, and interface. 

 Chapter eight provides a final conclusion and suggested future work. 
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Review of related literature 
2.1. Introduction 

Telecommunications worldwide has experienced a significant revolution over recent 

years. The rapid convergence of data, voice, and video using IP-based network is 

delivering advanced services at lower cost across the spectrum, including residential 

users, business customers of varying sizes, and service providers. Voice over Internet 

Protocol (VoIP) technology is the focus of this research, it is considered one of the key 

technologies that is rapidly driving this convergence [Sherburne & FitzGerald, 2004]. 

 

VoIP technology has many advantages over the traditional Public Switched Telephone 

Networks (PSTN); decreasing cost and increasing revenue are the main motivation 

towards VoIP. Integration with other media services, network bandwidth, and service 

portability are other factors for the deployment of this technology [Ahuja & Ensor, 2004]. 

On the other hand, VoIP has a lot of disadvantages, issues, and challenges; the most 

important among them are: security, performance, and Quality of Service (QoS) [Collier] 

[Uday & Pabrai, 2004]. Many measures are used to judge QoS of voice applications; 

among them are: Mean Opinion Score (MOS) and E-Model. 

 

VoIP system suffers from delay introduced by many sources, summarized by: Analog-

to-Digital (A/D) Conversion, compression, packetization, transmission, decompression, 

and Digital-to-Analog (D/A) Conversion; Encryption, decryption, and keys management 

result in a significant amount of time added to the voice delay; therefore, new techniques 

should be developed and applied to reduce the overhead introduced  from these processes 

in order to keep the one-way end-to-end delay below  
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the recommended value (150 ms) [SUNYIT, 2003] [ITU-T G.114] [Balliache, 2003]. 

VoIP uses the User Datagram Protocol (UDP) rather than Transmission Control Protocol 

(TCP) together with the Internet Protocol (IP); this is because the retransmission of lost 

packet(s) in the TCP may degrade the QoS in this type of real time applications. Voice 

application does not need every single packet, but it needs a continuous flow of packets 

in the correct order. Figure 0-1 [SUNYIT, 2003] shows the effect of packet loss and delay 

on the QoS. It is clear that 5% packets loss does not affect the QoS; and that the QoS is 

still good even with 10% packets loss. However missing information degrades the output 

signal, a Packet Loss Concealment (PLC) algorithm may be used to smooth over the 

gaps. [Nortel Networks 2001] 

 

Figure 0-1: Traffic loss versus traffic delay. 

Deployment of VoIP application needs mainly the following components: IP-

phones/Softphones 1 , IP network, voice server including IP-enabled Private Branch 

eXchange (PBX), media gateway, and trunks [Collier]; PBX and gateway are needed for 

the interface with the PSTN. A set of protocols are used such as: Session Initiation  

  

                                                 
1  The term softphone refers to a telephone capability implemented on an ordinary PC, using only special 

software and a microphone/headset that plugs into the PC’s audio ports [Kuhn et al., 2005]. 
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Protocol (SIP), Real Time Protocol (RTP), UDP, and IP. Each protocol adds its own 

header to the transmitted packet; RTP, UDP, IP, and Ethernet headers2 resulting in 58 

bytes overhead on each voice packet. In this research three extra bytes will be added to 

the voice packet for the purpose of key exchange; this number of bytes is added to the 

packet instead of the long key itself which helps the receiver in extracting the key. As a 

result, VoIP packet size should be chosen carefully to guarantee end-to-end delay below 

a minimum threshold (150 ms); at the same time QoS requirements should be achieved; 

large packet size reduces the ratio of the headers of the packet to its data, but at the same 

time, the loss of a large packet disrupts the voice quality. 

 

Security is an essential issue in voice applications. PSTN focuses on physical security 

processes while VoIP depends on cryptographic systems where the signal is digitized. 

Most of the current encryption/decryption techniques were built for text data; therefore 

they are not suitable to be used with VoIP systems since they introduce an unacceptable 

delay due to their extensive computations. Keys distribution through a third-party forms 

another source of delay; furthermore a single key in this case is used during the whole 

session which is harmful, where it is enough for a hacker to get the key of one packet to 

identify the whole data of the session. In this research a new key is used with every new 

packet; Information about the key is mixed with the voice data at the sender side and will 

be used at the receiver side to extract the key. 

  

                                                 
2  RTP: 12 bytes, UDP: 8 bytes, IP: 20 bytes, Ethernet:18 bytes. [Newport networks, 2005] [Downey, 

2005] 
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Coder/decoder (codec) is used to digitize voice signal; there exist a lot of codecs3 and the 

selection among them is not an easy job since each of them has its own data rate, 

packetization delay, QoS, and bandwidth requirements; therefore, there is no single 

choice that is suitable for all VoIP deployments; in this research a set of recommendations 

are introduced in the coming chapters for different network configurations. 

2.2. Public Switched Telephone Networks (PSTN) 

The first voice transmission through ring-down circuit was invented by Alexander 

Graham Bell in 1876. It was one-way voice transmission; converged connection between 

every two parties was required. After that, a centralized operator system (i.e. human 

switch) was employed; followed by an automatic switch. Figure 0-2 shows these 

installations. Packet switching networks formed a significant convergence in telephone 

technology. Nowadays, VoIP started to replace the PSTN [Davidson & Peters, 2004, 

PP:5-7]. 

Telephone 1

Telephone 2

Telephone 4

Telephone 3  

User

Telephone 1

Telephone 2

Telephone 4

Telephone 3

 

Telephone 1

Telephone 2

Telephone 4

Telephone 3

 

a- A link between every 

two parties 

b- Centralized operator 

(human switch) 

c- Centralized operator 

(automatic switch) 

Figure 0-2: Voice transmission convergence 

  

                                                 
3 Details of codecs exist in the coming sections.  
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"Although the PSTN is effective and does a good job for the purpose it was built to do 

(i.e., switch voice calls), many business drivers are striving to change it to a new network, 

whereby voice is an application on top of a data network. This is now taking place for 

several reasons:" [Davidson & Peters, 2004, PP:19-20] 

 Data has overtaken voice as the primary traffic on many networks built for voice. 

 The PSTN cannot create and deploy features quickly enough. 

 Data/Voice/Video cannot converge on the PSTN as currently built. 

 The architecture built for voice is not flexible enough to carry data. 

2.3. Voice over Internet Protocol (VoIP) 

The flow of voice data over packet network is performed as follows: The analog signal 

from a telephone/microphone connected to PC is digitized into Pulse Code Modulation 

(PCM) samples using voice coder-decoder (codec) as shown in Figure 0-3; some of the 

well known codecs are illustrated in Table 0-5. The PCM samples are then passed to the 

compression algorithm which compresses the voice into packet format for transmission 

across the network (WAN/Internet). On the other side the same functions are performed 

in reverse order. This is usually called a (PC-to-PC architecture) which is connected to 

LAN or via telephone line to Internet Service Provider (ISP) as shown in Figure 0-4; in 

this case sampling, compression/decompression, encryption/decryption, and 

packetization of the voice is made in the codec hardware/software of the PC; IP-

telephones with computational capabilities can substitute the PCs. 
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Telephone

WAN

Telephone

Codec A/D

conversion

Codec D/A

conversionCompression Decompression

Flow

 
Figure 0-3 end-to-end voice flow 

 

Internet

Flow

Telephone line of

LAN segment

Telephone line of

LAN segment

: Router
 

Figure 0-4 end-to-end voice flow (PC-to-PC architecture) 

 

2.3.1. VoIP motivation and benefits 

VoIP technology has many advantages over the traditional PSTN, decreasing cost and 

increasing revenue are the main motivation towards VoIP. Integration with other media 

services, network bandwidth, and service portability are other factors for deployment of 

this technology [Ahuja & Ensor, 2004]. “While VoIP represents about 1 percent of 

current enterprise voice, it is gradually replacing traditional voice system 

implementations”. [Collier] 

The advantages and benefits of VoIP can be summarized as follows: [Ahuja & Ensor, 

2004] [Davidson & Peters, 2004, PP:129-131] [Kuhn et al., 2005] 

1. Less cost per minute compared to PSTN. Per minute cost saving differs from country 

to another based on the geographical location. 

2. One infrastructure network for both data and voice. This adds extra saving. 

3. The integration with other media services. 

4. The flexibility in adopting new services such as secure calls. 
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5. Voice compression and silence suppression result in increasing bandwidth. 

6. Portable telephone through using Dynamic Host Configuration Protocol (DHCP). In 

the case of using soft-phone a user can login to any computer with the application 

installed on using his/her user ID and password, and then do connect to others. 

7. Improved network utilization; the traditional circuit switched networks have to 

dedicate a full-duplex 64 Kbps channel for the duration of a single call, whereas with 

VoIP networks the bandwidth is used only when something has to be transmitted. 

[Zeadally et al, 2004] 

2.3.2. VoIP drawbacks and challenges 

VoIP has a lot of advantages as mentioned above but at the same time it has a lot of issues 

and challenges [Uday & Pabrai, 2004] [Kuhn et al., 2005]; the most important among 

them are: performance, Quality of Service (QoS), and security. 

 

Voice applications suffers from the delay where it should achieve the International 

Telecommunication Union (ITU) recommendations of 150 ms end-to-end delay; 

Processing, serialization, queuing, propagation, and network forms the main 

delay/latency sources of the voice packets traveling over IP networks; an in depth 

analysis of those delay sources exists in chapter eight of this dissertation. Delay jitter is 

another source that affects this kind of applications; this delay should not exceed 20 ms 

with combination of packets loss and 50 ms without packet loss. Packet loss in a packet 

switching networks is expected; in real time voice applications it is not recommended to 

retransmit the lost packet(s) where voice is tolerance for packet loss in the range (2 – 5) 

% of the transmitted packets especially when the loss happens for  
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individual but not in bulk packets. "Studies reveal that losing traffic that is around 32-64 

ms (for G.711 traffic) in duration is disruptive, because it means the loss of speech 

phonemes. On the other hand, cell loss of duration of some 4-16 ms is not noticeable nor 

disturbing to the listener."[SUNYIT, 2003] 

 

There exist standard measures for QoS in voice application, some of these are: Mean 

Opinion Score (MOS) and E-Model. MOS gives a grade from 1 (poor) to 5 (excellent), 

while E-model gives a factor R from 0 (poor) to 100 (excellent). Table 0-1 [Walker, 

2001] [Pietrosemoli, 2004] shows the measures of both techniques against user 

satisfaction. Network bandwidth, congestion, and queuing are main factors that affect the 

QoS; increasing the network bandwidth and employing a strong queuing method with 

high priority for voice packets definitely improves the QoS. Avoiding large data packets 

on the voice trunk minimizes the queuing delays and therefore enhances the QoS.  

Table 0-1 Levels of MOS and E-Model measures 

USER SATISFACTION MOS(Mean Opinion Score) R factor 

Very satisfied 4.3 – 4.4 90 – 100 

Satisfied 4.0 – 4.3 80 – 90 

Some users dissatisfied 3.6 – 4.0 70 – 80 

Many users dissatisfied 3.1 – 3.6 60 – 70 

Nearly all users dissatisfied 2.6 – 3.1 50 – 60 

Not recommended 1.0 – 2.6 0 – 50 

As mentioned in the introduction of this chapter, security is a big challenge for VoIP 

system developers. It is necessary to seek a new encryption/decryption algorithm to  
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achieve the requirements of the real-time applications –especially the end-to-end delay- 

such as VoIP; also new methods of key generation, distribution, and management are 

needed for this type of applications where the users are growing quickly and distributed 

around the globe.  

2.3.3. VoIP security 

Although wiretapping is a concern in PSTN, majority of users considered the security 

provided by PSTN is reasonable and sufficient. An intruder should be physically 

connected to the telephone line with a device in order to eavesdrop on a conversation. In 

VoIP systems, the threats are increased since the network/Internet is used by the public, 

and therefore any conversation over the IP can be compromised by any user who has an 

access to the network. Sufficient tools and equipment to sniff on VoIP traffic and play it 

back with/without being noticed are available to the hackers and intruders. As a result, 

VoIP security is very important for the users to convey sensitive conversations over IP. 

Known encryption algorithms are used successfully to secure data traffic over IP, but they 

are computationally expensive; hence when VoIP designers plan to employ these 

encryption algorithms, they should keep in mind their effect on the QoS and performance 

since VoIP already suffers from latency. 

2.3.4. VoIP related protocols and standards 

Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) are the 

transport layers in the TCP/IP architecture. TCP is a connection oriented while UDP is a 

connectionless. Real-time Transport Protocol (RTP) is a protocol for real-time 

applications such as VoIP. Session Initiation Protocol (SIP) is a standard for VoIP 
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 deployment. H.323 is a standard for videoconferencing so it is beneficial for VoIP 

application. Finally, IPSec is a protocol for IP communication security. Following is a 

brief description of those protocols. 

2.3.4.1. Ethernet  

Ethernet is the most commonly used LAN protocol; the original DIX (DEC, Intel, Xerox) 

frame structure is shown in Figure 0-5 (a). When the Ethernet standardized by IEEE as 

802.3, the committee made two changes to DIX format as shown in Figure 0-5 (b). The 

first one was to reduce the preamble to 7 bytes and use the last byte for a Start of Frame 

Delimiter (SFD), and the second was to change the type field into a length field. 

Fortunately any of them can be used; if the number in the type field is greater than 1500, 

then it is a type otherwise it is a length. Varying Ethernet configurations exist, but the 

detail of them is out of the scope of this research. [Tanenbaum, 2003, PP:275-278] 

[Stallings, 2004, PP:470-480] 

 

8 6 6 2 0-1500 0-46 4 Bytes 

Preamble Destination 

address 

Source 

address 

Type Data Pad Checksum  

(a) 

 

7 1 6 6 2 0-1500 0-46 4 Bytes 

Preamble S 

F 

D 

Destination 

address 

Source 

address 

Length Data Pad FCS  

(b) 
Figure 0-5: Frame formats. (a) DIX Ethernet. (b) IEEE 802.3 

   

Where; 

Preamble: each byte contains the bit pattern (10101010); it is used for synchronization 

purposes between sender and receiver. 

Start of Frame Delimiter (SFD): The sequence 10101011 which indicates the actual 

start of the frame.  
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Destination Address (DA): Specifies the station(s) for which the frame is intended. It 

may be a unique physical address, a group address, or a global address. 

Source Address (SA): Specifies the station that sent the frame. 

Type/Length: Tells the receiver what to do with the frame in the case of DIX, and the 

length of the data in the case of IEEE 802.3 

Data: A maximum of 1500 bytes of data. 

Pad: If the data size is less than 46 bytes, the pad field is used to fill out the frame to its 

minimum size. 

Frame Check Sequence (FCS)/ Checksum: A 32-bits hash code of the data used by the 

receiver to validate the received data. 

2.3.4.2. Transmission Control Protocol (TCP)  

For most applications running as part of the TCP/IP architecture, the transport layer is 

TCP. TCP provides a reliable data transmission between applications where a logical 

connection temporarily associates the two entities in different systems. The 

retransmission mechanism is used here until a lost packet arrives to the receiver side. 

TCP is not suitable to be used with VoIP because retransmission of any lost packets 

results in delay which may degrade the voice quality. The minimum TCP header consists 

of twenty octets4 as shown in Figure 0-6 where HL is the Header Length. [Tanenbaum, 

2003, PP:532-537] [Stallings, 2004, PP:228-231] 

  

                                                 
4  An octet is 8 bits 
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 32 bits  

                                

Source port Destination port 

Sequence number 

Acknowledgement number 

HL Unused Flags Window size 

Check sum Urgent pointer 

Options (0 or more 32-bits words) 

Figure 0-6 TCP header 

2.3.4.3. User Datagram Protocol (UDP)  

The other transport layer in the TCP/IP architecture is the UDP. UDP is a connectionless 

oriented protocol where different packets may transmit through different paths; at the 

other end packets are re-sequenced. UDP is unreliable protocol (packet delivery is not 

guaranteed) where there is no retransmission for lost packet(s). As voice packets are of 

small size (usually, a data of not more than 30 ms period of time), VoIP is tolerance to 

packet loss of 2 – 5%; therefore UDP is a suitable choice to be used with VoIP systems. 

The UDP header consists of eight octets as shown in Figure 0-7. [Tanenbaum, 2003, 

PP:524-525] [Stallings, 2004, PP:234-235] 

 32 bits  

                                

Source port Destination port 

Segment length Checksum 

Figure 0-7 UDP header 

2.3.4.4. Internet Protocol (IP)  

The Internet Protocol (IP) is part of the TCP/IP suite and is the most widely used 

internetworking protocol. There are two versions of this protocol: version 4 (IPv4) and  
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version 6 (IPv6); IPv6 will ultimately replace IPv4, but IPv4 is widely used currently. 

The IPv4 header is shown in Figure 0-8. [Tanenbaum, 2003, PP:433-436] [Stallings, 

2004, PP:281-284]. 

IHL: Internet Header Length. 

TOS: Type of Service 

DS: Differentiated Services.                                    TOS: Type of Service 

ECN: Explicit Congestion Notification. 

 

 32 bits  

                                

Version IHL DS ECN Total length 

Identification Flags Fragment Offset 

Time to Live Protocol Header Checksum 

Source address 

Destination address 

Figure 0-8: Standard IPv4 header 

 

2.3.4.5. Real-time Transport Protocol (RTP)  

It was mentioned that VoIP doesn't use TCP because it is too heavy for real time 

applications, so instead a UDP is used. UDP has no control over the order in which 

packets arrive at the destination or how long it takes them to get there (datagram concept). 

Both of these are very important to overall voice quality. RTP solves the problem enabling 

the receiver to put the packets back into the correct order and not wait too long for packets 

that have either lost their way or are taking too long to arrive (we don't need every single 

voice packet, but we need a continuous flow of many of them and ordered). [Arcomano, 

2002]. RTP header components are shown in Figure 0-9. [Keagy, 2000, PP:319-325]  



www.manaraa.com

21 

 

V: Indicates the version of the RTP used. 

P: Indicates presence/absence of padding bytes for fixed block-size encryption 

algorithms. 

X: Indicates the presence of header extension follow the fixed 12-bytes header. 

CC: CSRC Count: indicates the number of Contributing Source (CSRC) header 

fields that follow the fixed 12-bytes header. 

M: A marker bit which identifies the beginning of a "speech burst" for VoIP 

applications. 

PT: Payload Type which identifies the encoded media (i.e. different audio codecs 

for VoIP). 

 

 32 bits  

                                

V=2 P X CC M PT Sequence number 

Time stamp 

Synchronization source (SSRC) identifier 

Figure 0-9 RTP header 

 

2.3.4.6. H.323 

It is an ITU-T specification for transmitting audio, video, and data across an IP network. 

H.323 standard addresses call signaling and control, multimedia transport and control, 

and bandwidth control for point-to-point and multipoint conferences. The H.323 standard 

consists of the components and protocols shown in Table 0-2. 

Table 0-2 H.323 components and protocols 

Feature Protocol 

Call signaling H.225 

Media control H.245 
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Audio codecs G.711, G.722, G.723, G.728, G.729 

Video codecs H.261, H.263 

Data sharing T.120 

Media transport RTP/RTCP 

 

The H.323 protocols are supported by both reliable and unreliable packet delivery 

mechanisms over data networks. "Although most H.323 implementations today utilize 

TCP as the transport mechanism for signaling, H.323 version 2 does enable basic UDP 

transport." [Davidson & Peters, 2004, P.234]. Figure 0-10 [Davidson & Peters, 2004, 

P.234] illustrates the layers of the H.323 protocol suite. 

 

Reliable TCP Delivery Unreliable UDP Delivery 

H.245 H.225 Audio/Video Streams 

Call control RAS RTCP RTP 

TCP UDP 

IP 

Data/Physical layer 

Figure 0-10 Layers of the H.323 Protocol Suite 
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2.3.4.7. Session Initiation Protocol (SIP) 

"The Session Initiation Protocol (SIP), defined in RFC 3261, is an application-level 

control protocol for setting up, modifying, and terminating real-time sessions between 

participants over an IP data network. The key driving force behind SIP is to enable 

Internet telephony, also referred to as voice over IP (VoIP). SIP can support any type of 

single media or multimedia session, including teleconferencing." [Stallings, 2004, P 137]  

SIP supports unicast and multicast sessions as well as point-to-point and multipoint calls. 

SIP is a text-based protocol that is part of the overall Internet Engineering Task Force 

(IETF) multimedia architecture. Although IETF includes other protocols, SIP's functions 

are independent (i.e. it does not depend on any of these protocols). [Davidson & Peters, 

2004, P.251] 

Calling and called parties are identified by SIP addresses; SIP address, also called SIP 

Universal Resource Locator (URL), exists in the form user@host similar to e-mail 

address; the user portion can be a user name or telephone number and the host portion 

can be a domain name or network address;  examples are: sip:abushqeer@aaugs.edu.jo 

and sip:02637444@176.16.0.1 

2.3.4.8.IPSec 

The Internet Architecture Board (IAB) included the authentication and encryption as 

necessary security features in the IPv6 generation. Fortunately, these security capabilities 

were designed to be used with both IPv4 and IPv6. Therefore, the vendors do not need to 

wait for IPv6 to offer these features 
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 but they can offer them with the current IP generation (i.e. IPv4). IPSec provides the 

capability to secure communications across LAN, private and public WANs, and internet. 

IPSec encrypts and/or authenticates all traffics at the IP level; therefore it can support a 

variety of applications. A typical scenario of IPSec is shown in Figure 0-11 [Stallings, 

2003, P.484]. In this figure, an organization maintains LANs at dispersed locations; 

nonsecure IP traffic is conducted on each LAN; for traffic offsite, through WAN, IPSec 

protocols are used; These protocols operate in networking devices such as routers or 

firewalls that connect each LAN to the outside world. IPSec networking device 

encrypts/decrypts and compresses/decompresses the traffic going/coming into/from the 

WAN; these operations are transparent to workstations and servers on the LAN.  
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Figure 0-11 Typical IPSec Scenario 
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2.3.5. Voice quality 

The ITU-T recommendations G.114 [ITU-T G.114] noted that if the one-way end-to-end 

delay is kept below 150 ms, then most applications would not be significantly affected. 

Furthermore, 400 ms is set to be an upper limit for any network planning. Figure 0-1 

[SUNYIT, 2003] shows the quality of service using two parameters: end-to-end delay and 

packet loss.  

 

Mean Opinion Score (MOS) and E-model are two techniques used to measure the voice 

quality. MOS gives a grade from 1 (poor) to 5 (excellent), while E-model gives a factor 

R from 0 (poor) to 100 (excellent). Table 0-3 [Walker, 2001] [Pietrosemoli, 2004] shows 

the measures of both techniques against user satisfaction, while Table 0-4 [Walker, 2001] 

[Pietrosemoli, 2004] [Boger] [Angus, 2001] shows MOS and the 

 amount subtracted from the R factor for some known codecs. It is clear that there is an 

inverse relationship between codec data rate and voice quality; this relationship is shown 

in the column chart of Figure 0-12. This issue should be kept in mind whenever a codec 

is selected to be used in such application. 
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Table 0-3 Levels of MOS and E-Model measures 

USER SATISFACTION MOS(Mean Opinion Score) R factor 

Very satisfied 4.3 – 4.4 90 – 100 

Satisfied 4.0 – 4.3 80 – 90 

Some users dissatisfied 3.6 – 4.0 70 – 80 

Many users dissatisfied 3.1 – 3.6 60 – 70 

Nearly all users dissatisfied 2.6 – 3.1 50 – 60 

Not recommended 1.0 – 2.6 0 - 50 
 

 
Table 0-4 Voice codecs against MOS, R factor, required CPU, and delay 

Vocoder Amount 

subtracted 

from the 

R factor. 

(see Error! 

Reference 

source not 

found.) MOS 

Required 

CPU 

resources 

Added 

delay Codec Reference 

Data 

Rate 

(kbps) 

PCM G.711 64 0 4.4 Non Required N/A 

ADPCM G.726 32 11 4.2 Low Very 

low 

CS-

ACELP 

G.729AB 8 11 4.2 High Low 

MP-MLQ G.723.1m 6.3 15 3.98 Moderate High 

ACELP  G.723.1a 5.3 19 3.5 Moderate High 
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Figure 0-12 MOS for variety codecs 

2.3.6. VoIP Delay/Latency 

"VoIP delay or latency is characterized as the amount of time taken for speech to exit the 

speaker's mouth and reach the listener's ear" [Davidson & Peters, 2004, P.167]. Many 

types of delay are inherent in today's telephony networks. Some of them are fixed while 

others are variables. This section discusses these delays in details.  Figure 0-13 shows 

most of the delay sources: 

 Processing/handling delay: 

- coder delay (capturing (per frame), look ahead, packetization, and compression); 

- decoder (decompression and play back); 

- other Digital Signal Processing (DSP) features including the security process 

delay. 

 Serialization delay. 

 Queuing delay. 

 Propagation delay. 

 Network delay.  
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PD
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Packet flow

PD: Processing Delay

QD: Queuing Delay

SD: Serialization Delay

ND: Network Delay

PgD: Propagation Delay

 

Figure 0-13 Delay sources of a voice packet 

 

 

2.3.6.1. Processing/handling delay 

Processing delay includes the time needed for encoding and decoding the speech, 

collecting the voice data into packets, and other Digital Signal Processing (DSP) features 

such as echo cancellation, noise reduction, Packet Loss Concealment (PLC), encryption, 

and decryption; these functions may be indispensable for achieving acceptable voice 

quality, but their contribution to delay must be taken into account. [Nortel networks, 

2001] 

2.3.6.1.1. Coder delays 

Speech coders operate on a collection of speech samples known as frames. Each block of 

input speech samples is processed into a compressed frame. The coded speech frame is 

not generated until all speech samples in the input block have been collected by the 

encoder.  
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Thus, there is a delay of one frame before processing can begin. In addition many coders 

also look into the succeeding frame to improve compression efficiency. The length of this 

advance look is known as the look-ahead time of the coder. [ITU-T G.114] [Newport 

Networks, 2005] 

Packetization is the time taken to fill a packet of encoded/compressed speech. It can be 

also called accumulation delay, as the voice samples accumulate in a buffer before they 

are released. Since each voice sample experiences look-ahead and packetization delays, 

then these processes are overlap and there is a significant benefit of this pipelining. [ITU-

T G.114] [Newport Networks, 2005] 

The time required to process an input frame is assumed to be the same as the frame length 

since efficient use of processor resources will be accomplished when an encoder/decoder 

pair fully uses the available processing power. Thus, the delay through codec is normally 

assumed to be as given in the following equation [ITU-T G.114]. 

D = 2 × FS + LA   ………………………………………………. Equation 0.1 

Where; 

D: Codec delay 

FS: Frame Size 

LA: Look Ahead time 
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Delay in IP environment (one frame per packet) 

If the output facility is an IP network, then the frame output by the encoder will 

instantaneously be dropped into an IP packet. The additional delay required for IP packet 

assembly and presentation to the underlying link layer will depend on the link layer. When 

the link layer is a LAN (e.g. Ethernet) this additional time will usually be quite small. 

Thus, the minimum delay attributable to codec-related processing in IP-based systems is 

given in the following equation [ITU-T G.114]. 

mD = 2 × FS + LA   ………………………………………….. Equation 0.2 

Where; 

mD: Minimum codec Delay in IP environment with single frame per packet. 

When the link layer is one with lower clock rate (e.g. Modem connection) or one with 

high traffic load, the additional delay will increase substantially. In order to clock 

compressed frames at least with the same rate to the facility as the speech samples are 

collected at the input of the encoder, the additional delay should not exceed one frame 

size. Thus, the maximum delay attributable to codec-related processing in IP-based 

systems operating in real-time is given in the following equation [ITU-T G.114]. 

MD = 3 × FS + LA   ……………………………………… Equation 0.3 

Where; 
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MD: Maximum codec Delay in IP environment with single frame per packet. 

Delay in IP environment (multiple frames per packet) 

If multiple voice frames are grouped together into a single IP packet, further delay is 

added to the speech signal. This delay will be at least the duration of one extra voice frame 

at the encoder for each additional voice frame added to the IP packet. Thus, the minimum 

delay attributable to codec-related processing in IP-based systems with multiple frames 

per packet is given in the following equation [ITU-T G.114]. 

mD = (N + 1) × FS + LA   ……………………………………. Equation 0.4 

Where; 

mD: Minimum codec Delay in IP environment with multiple frames per packet. 

N: number of frames in each packet. 

When the link layer is one with lower clock rate (e.g. Modem connection) or one with 

high traffic load, additional delay will be incurred in delivering the packet to the facility. 

In order to clock compressed frames at least with the same rate to the facility as the speech 

samples are collected at the input of the encoder, the additional delay should, in  
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case of multiple frames per packet, not exceed the length of the frames contained in one 

packet. It should be noted that clocking out a packet to the IP facility cannot start before 

all speech frames for this packet are available. Thus, the maximum delay attributable to 

codec-related processing in IP-based systems operating in real-time with multiple frames 

per packet is given in the following equation [ITU-T G.114]. 

MD = (2N + 1) × FS + LA   …………………………………….. Equation 0.5 

Where; 

MD: Maximum codec Delay in IP environment with multiple frames per packet. 

N: number of frames in each packet. 

 

Table 0-5 [ITU-T G.114] illustrates the characteristics of many known coders. The values 

of the last four columns in the table were computed using Equations 2.2, 2.3, 2.4, and 2.5 

respectively. The relationship between the coder data rate and its delay is an inverse 

relationship as shown in Figure 0-14. 
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Table 0-5 Coders characteristics 

Vocoder 

D
a
ta

 r
a
te

 (
k

b
p

s)
 

F
ra

m
e
 s

iz
e 

(m
s)

 

F
ra

m
e
 s

iz
e 

(b
it

s)
 

L
o
o
k

-a
h

ea
d

 (
m

s)
 

Mean one-way delay introduced by 

coder-related processing (ms)  

one 

frame/packet 

Multiple frames of 30 

ms per packet 

Coder Refere

nce 

Min. Max. # of 

frames/ 

packet 

Min. Max. 

PCM G.711 64 0.125 8 0 0.25 0.375 240 30.125 60.125 

ADPCM G.726 40 0.125 5 0 0.25 0.375 240 30.125 60.125 

ADPCM G.726 32 0.125 4 0 0.25 0.375 240 30.125 60.125 

ADPCM G.726 24 0.125 3 0 0.25 0.375 240 30.125 60.125 

ADPCM G.726 16 0.125 2 0 0.25 0.375 240 30.125 60.125 

CS-

ACELP 

G.729

AB 

8 10 80 5 25 35 3 45 75 

MP-

MLQ 

G.723.

1m 

6.3 30 189 7.5 67.5 97.5 1 67.5 97.5 

ACELP G.723.

1a 

5.3 30 159 7.5 67.5 97.5 1 67.5 97.5 

 

 
Figure 0-14 Coder delay for variety codecs 
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2.3.6.1.2. Decoder delay 

When the voice packet arrives to its destination, decompression and decoding processes 

take place. Decode delays can be assumed to be half of the encode delays [Kostas et al., 

1998]. 

2.3.6.1.3. Security process delay 

Nothing can be achieved without a penalty. Delay time of encryption/decryption 

processes is the penalty a system should pay in order to secure the voice data from hackers 

and intruders. In this research, the delay time was kept as possible as minimum; details 

exist in the coming chapters.  

2.3.6.2. Serialization delay 

Serialization delay is the fixed delay required to clock a voice or data frame onto the 

network interface. It is directly related to the frame size and clock rate on the trunk [Cisco, 

2006]. Therefore, we can determine the maximum serialization delay caused by a frame 

using the following equation: 

SD = FS / ICR    ………………………………………………….. Equation 0.6 

Where; 

SD: Serialization delay 

FS: Frame Size 

ICR: Interface Clocking Rate. 

Furthermore, the serialization delay is incurred whenever the packet passes through 

another store-and-forward device such as a router or a switch [Angus, 2001]. Table 0-6 

shows the serialization delay of 30 ms voice packet at different link speeds for a variety 
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 of codecs. For example, a G.711 (30 ms voice packet) plus its header (totaling 2408 bits) 

has 4.7 ms serialization delay at 512 kbps trunk. It is clear from the table that the 

serialization delay is negligible for all codecs at high speed lines; while it is significant at 

low speed lines even with the codecs of high compression rates. For example, a G.711 

voice packet consumed 43 ms at 56 kbps line (i.e. 29% of the recommended 150 ms end-

to-end delay). Thus, the large values in the table should be avoided in the voice 

applications. As shown in Figure 0-15 the relationship between the serialization delay 

and the packet size is a direct relationship, while it is an inverse relationship with the link 

speed. 

 

Figure 0-15 Serialization delay against packet size on variety link speeds 
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Table 0-6 serialization delay (ms) against link speed for variety codecs 

Fixed frame – serialization delay (ms)5 

Vocoder 

Tot
al 
pac
ket 
size 
(bit
s)6 

Link speed 

Kbps Mbps Gbps 

Cod

er 

Refer

ence 56 128 256 512 1 10 100 1 10 

PCM G.711 240
8 

43.0
000 

18.8
125 

9.4
063 

4.7
031 

2.4
080 

0.2
408 

0.0
241 

0.00
241 

0.00
024 

ADP

CM 

G.726 168
8 

30.1
429 

13.1
875 

6.5
938 

3.2
969 

1.6
880 

0.1
688 

0.0
169 

0.00
169 

0.00
017 

ADP

CM 

G.726 144
8 

25.8
571 

11.3
125 

5.6
563 

2.8
281 

1.4
480 

0.1
448 

0.0
145 

0.00
145 

0.00
014 

ADP

CM 

G.726 120
8 

21.5
714 

9.43
75 

4.7
188 

2.3
594 

1.2
080 

0.1
208 

0.0
121 

0.00
121 

0.00
012 

ADP

CM 

G.726 

968 
17.2
857 

7.56
25 

3.7
813 

1.8
906 

0.9
680 

0.0
968 

0.0
097 

0.00
097 

0.00
010 

CS-

ACE

LP 

G.729

AB 

728 
13.0
000 

5.68
75 

2.8
438 

1.4
219 

0.7
280 

0.0
728 

0.0
073 

0.00
073 

0.00
007 

MP-

ML

Q 

G.723

.1m 

677 
12.0
893 

5.28
91 

2.6
445 

1.3
223 

0.6
770 

0.0
677 

0.0
068 

0.00
068 

0.00
007 

ACE

LP 

G.723

.1a 647 
11.5
536 

5.05
47 

2.5
273 

1.2
637 

0.6
470 

0.0
647 

0.0
065 

0.00
065 

0.00
006 

 

2.3.6.3. Queuing delay 

After the voice packet becomes ready, the headers are added and the frame is queued for 

transmission on the network connection; this waiting time plus the processing time at the 

router is known as queuing delay. Processing time is very short and processing can be 

carried during the waiting time, therefore from this point and forward in this research it 

is assumed that queuing delay is the waiting time in the router. Queuing occurs because 

of congestion when more frames are sent out than the interface can handle at a given 

  

                                                 
5  Using Equation 0.6 
6  See Table 0-7 
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 interval. This delay should be kept to a minimum value as much as possible by using 

the optimal queuing methods for different network configurations. Queuing delay 

depends on the bandwidth and utilization of the link. Figure 0-16 [Barlow] shows a 

diagram that provides a comparison of queuing delay values, for a specific service class 

based on connection bandwidth and bandwidth utilization. This figure shows a direct 

relationship between the bandwidth and the queuing delay as the utilization increases. 

 

Figure 0-16 Queuing delay against bandwidth utilization on different bandwidths 

 

Voice frames have a high priority value (101) in the Type of Service (TOS) field in the 

IP header; therefore a voice frame waits only for one data frame that already plays out 

and the preceding voice frames -if any-. Essentially, the voice frame waits for the 

serialization delay of any preceding frames in the output queue. Table 0-7 shows queuing 

delays of 30 ms voice frame for different coders at different link speeds with the 

assumption that one data frame of size 10240 bits (i.e. 1280 octets, the minimum 

Maximum Transmission Unit (MTU) that must be supported by each network), and 

another voice frame are preceding the frame in the queue. In this table, it was assumed  
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that half of the data packet in average is already serialized (i.e. the computations were 

carried on 10240/2 = 5120 bit of data). Thus queuing delays were computed as given in 

the following equation. 

QD = (FS + 5120) / LS   ………………………………………. Equation 0.7 

Where; 

QD: Queuing Delay 

FS: Frame Size 

LS: Line speed 

5120: Half of the data frame size (fixed in the given table) 

The chart in Figure 0-17 shows a direct relationship between the packet size and the 

queuing delay as well as an inverse relationship between the packet size and the link 

speed. As it is shown in the chart, the delay is high for voice applications with low link 

speeds and approaches to zero with high link speeds (10 Mbps and more). 

 
Table 0-7 Queuing delay against link speed for variety codecs 

Queuing delay7 (ms) with assumption of 5120 bits (half of 10240 bits data 
packet) is already play out and another voice packet precedes the current 

packet 

Vocoder 

Tot
al 

pac
ket 
size 
(bit
s)8 

Link speed 

kbps Mbps Gbps 

Code

r 

Refer

ence 56 
12
8 

25
6 

51
2 1 10 100 1 10 

PCM G.711 240
8 

134.
43 

58.
81 

29.
41 

14.
70 

7.52
80 

0.75
28 

0.07
528 

0.00
753 

0.00
075 

ADP

CM 

G.726 168
8 

121.
57 

53.
19 

26.
59 

13.
30 

6.80
80 

0.68
08 

0.06
808 

0.00
681 

0.00
068 

ADP

CM 

G.726 144
8 

117.
29 

51.
31 

25.
66 

12.
83 

6.56
80 

0.65
68 

0.06
568 

0.00
657 

0.00
066 

ADP

CM 

G.726 120
8 

113.
00 

49.
44 

24.
72 

12.
36 

6.32
80 

0.63
28 

0.06
328 

0.00
633 

0.00
063 

  

                                                 
7 Using Equation 0.7 
8  See Table 0-7 
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ADP

CM 

G.726 96
8 

108.
71 

47.
56 

23.
78 

11.
89 

6.08
80 

0.60
88 

0.06
088 

0.00
609 

0.00
061 

CS-

ACE

LP 

G.729

AB 72
8 

104.
43 

45.
69 

22.
84 

11.
42 

5.84
80 

0.58
48 

0.05
848 

0.00
585 

0.00
058 

MP-

MLQ 

G.723

.1m 

67
7 

103.
52 

45.
29 

22.
64 

11.
32 

5.79
70 

0.57
97 

0.05
797 

0.00
580 

0.00
058 

ACE

LP 

G.723

.1a 

64
7 

102.
98 

45.
05 

22.
53 

11.
26 

5.76
70 

0.57
67 

0.05
767 

0.00
577 

0.00
058 

 

Figure 0-17 Queuing delay against packet size on variety link speeds 

 

2.3.6.4. Propagation delay 

Propagation delay is caused by the speed of light (186,000 km/sec or 125,000 miles/sec) 

in fiber or copper-based networks. Because the transmission medium is silica glass, light 

travels at a lower speed than in a vacuum. The difference in speed is accounted for by the 

index of refraction of the core material in the optical fiber. As a fact, propagation delay 

is independent from the link rate and depends on the distance. 

"In order to estimate propagation delay, a popular estimate of 10 microseconds/mile or 

6 microseconds/km (G.114) is widely used"[Cisco, 2006]. Depending on this estimation, 

Table 0-8 illustrates the estimation propagation delay for different distances. It is clear 

that propagation delay does not cause a significant delay on LANs or national WANs. 
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 Although propagation delay over half of the earth's circumference (about 13000 km), is 

about 78 ms; it is not too big compared to the satellite applications where the journey 

takes more than 200 ms upward and more than 200 ms downward. Even with this latency, 

millions of calls take place through satellite everyday and people are satisfied; this is 

because there is no solution to the speed of light up to the date of doing this research. 

Figure 0-18 shows the direct relationship between the distance and the propagation delay. 

Table 0-8 Propagation delay 

Distance (Km) Comment 
Maximum propagation 

delay (ms)9 

1 
LAN 

0.006 

5 0.03 

10 

National networks 

0.06 

100 0.6 

1000 6 

5000 
International networks 

30 

10000 60 

13000 
Half of the earth 
circumference 78 

37000 Satellite 222 

 

 
Figure 0-18 Maximum propagation delay against distance 

2.3.6.5. Network delay 

Queuing delays on the intermediate routers of a wide-area network is the largest delay for 

voice connection, and the most difficult to quantify. In private networks, it is possible to 

measure or estimate the queuing delays, but it is very difficult to do this in a public 

  

                                                 
9  PgD = Distance (km)  6 s 
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 network. The number of routers, network architecture, routing algorithm, queuing 

method, network load, line speed, and other factors cause this delay and make it difficult 

to quantify. The network delay in this context is the summation of the queuing and 

serialization delays on all the routers on the path of the packet. For simplicity in 

estimating the network delay of a voice packet, it is assumed that a voice packet waits the 

same amount of time on each router; it is also assumed that the queuing delay on each 

router is as it is computed in Table 0-7; therefore the network delay according to those 

assumptions is given by the following equation. 

ND = NR  (QD + SD)   

………………………………………….…….. 

Equation 0.8 

Where; 

ND: Network Delay 

NR: Number of Routers 

QD: Queuing Delay 

SD: Serialization Delay 

Example: Given three routers on the path of a G.711 voice packet (i.e. 2408 bits); find 

the network delay on a link speeds 512 kbps, 1 Mbps, 10 Mbps, and 100 Mbps. 

By using Equation 0.8 and Tables 7-6 and 7-7 the SD, QD, and ND for the given problem 

are as shown in the next table. 
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Link Speed Serialization Delay 

(ms) 

Queuing Delay 

(ms) 

Network Delay 

(ms) 

512 kbps 4.7 14.7 58.2 

1 Mbps 2.41 7.53 29.82 

10 Mbps 0.241 0.753 2.982 

100 Mbps 0.024 0.0753 0.2979 

 

2.4. Cryptography 

Data that can be read and understood without any special measures is called plaintext. 

The method of disguising plaintext in such a way as to hide its substance is called 

encryption. Encrypting plaintext results in unreadable ciphertext. Encryption is used to 

make sure that information is hidden from anyone for whom it is not intended, even those 

who can see the encrypted data. The process of reverting ciphertext to its original plaintext 

is called decryption. [Zimmerman, 1999] 

 

Cryptography is the science of using mathematics to encrypt and decrypt data. 

Cryptography provides a way to store sensitive information or transmit it across insecure 

networks (like the Internet) so that it cannot be read by anyone except the intended 

recipient. [Zimmerman, 1999] 
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Cryptographic strength is measured in the time and resources it would require to recover 

the plaintext. The result of strong cryptography is ciphertext that is very difficult to 

decipher without possession of the appropriate decoding tool. In a strong cryptographic, 

it is not possible to decipher the ciphertext before the end of the universe given today’s 

computing power and available time. [Zimmerman, 1999] 

While cryptography is the science of securing data, cryptanalysis is the science of 

analyzing and breaking secure communication. Classical cryptanalysis involves an 

interesting combination of analytical reasoning, application of mathematical tools, pattern 

finding, patience, determination, and luck. Cryptanalysts are also called attackers. 

[Zimmerman, 1999] 

A cryptographic algorithm works in combination with a key. The same plaintext encrypts 

to different ciphertext with different keys. The security of encrypted data entirely depends 

on two things: the strength of the cryptographic algorithm and the secrecy of the key. 

2.4.1. Symmetric key encryption 

Symmetric encryption also referred to as conventional encryption or single-key 

encryption is the most widely used approach. It has five ingredients as shown in 

Figure 0-19 [Stallings, 2003, P.25]. 

 Plaintext: It is the original intelligible message fed into the algorithm as input. 

 Encryption algorithm: An algorithm that performs various substitutions and 

transformations on the plaintext. 

 Secret key: An input value to the algorithm that is used in the substitutions and 

transformations; different keys produce different outputs. The key is independent of 

the plaintext. 
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 Ciphertext: It is the scrambled message produced as output of the encryption 

algorithm. The ciphered text is unintelligible. 

 Decryption algorithm: The reverse of the encryption algorithm; it uses the ciphered 

text and the secret key to produce the original plaintext. 

 

Figure 0-19 A simple model of Symmetric key encryption 

 

Symmetric encryption was built for text data but it can be used with other media. Two 

requirements for secure use of symmetric encryption are: 

1. Strong encryption algorithm is needed. At minimum, an opponent who knows the 

algorithm and has access to one or more ciphertexts would be unable to decipher the 

original text or figure out the key. 
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2. Sender and receiver must have obtained copies of the secret key in a secure fashion 

and must keep it secure; therefore keys should be distributed through a secured 

channel; a model is shown in Figure 0-20 [Stallings, 2003, P.26].  

 

Figure 0-20 Model of symmetric key cryptosystem 

 

An opponent observing Y but not having access to K or X, may attempt to recover X or 

K or both. It is assumed that the opponent knows the encryption and decryption 

algorithms. If the opponent is interested in this message only, then the focus is to recover 

X by generating an estimated plaintext
^

X . If the opponent is interested in reading 

further messages, then an attempt is made to recover K by generating an estimated
^

K . 

2.4.2. AES_Rijndael algorithm 

Rijndael algorithm -designed by Vincent Rijmen and Joan Daemen- has been selected by 

NIST to be the AES algorithm. It was adopted by the U.S. government in December 2001. 

Rijndael is a fast algorithm. It has a strong mathematical foundation. It primarily uses 

substitutions, transposition, and the shift, exclusive OR, and addition operations. It uses 

repeat cycles of 9, 11, 
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 and 13 for keys of 128, 192, and 256 bits respectively. Each cycle (called round in 

Rijndael) consists of four steps byte substitution, shift row, mix column, and add subkey 

as shown in Figure 0-21 [Pfleeger and Pfleeger 2003, Pp 69-71]. 

S SSS

k k k k

Repeat n times

1. Byte sub.

2. Shift Row

3. Mix

Columns

4. Add Round

Key

 
 

Figure 0-21: AES_Rijndael algorithm 
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2.4.3. Public key encryption 

In this type of algorithms, a key for encryption and another key for decryption are used; 

the encryption key known as public key is intelligible for all while the decryption key 

known as private key is intelligible only to its owner; each user creates a pair of keys, if 

one is used for encryption the other is used for decryption. An important characteristic of 

public key encryption algorithms is that it should be computationally infeasible to 

determine the decryption key given only knowledge of the algorithm and the encryption 

 key. Figure 0-22 [Stallings, 2003, P.261] shows the main ingredients of public key 

cryptography system. Public key encryption can be used to exchange the secret key 

between the parties in a symmetric key cryptosystem. 

 

 

Figure 0-22 Public key encryption model 
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2.5. Steganography 

While cryptography renders the message unintelligible to outsiders by various 

substitutions and transformations, the steganography conceals the existence of the 

message and hides it from outsiders. 

A simple form of steganography is one in which an arrangement of words or letters within 

an apparently innocuous text spells out the real message; other techniques were used too 

such as: character marking, invisible ink, pin punctures, and typewriter correction ribbon. 

[Stallings, 2003, PP:47-49] 

Steganography can be also applied to digital data; for example an alteration of the least 

significant digit for the color value of each pixel in a digital image will not affect much  
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the quality of the image therefore a message can be sent within an image using these bits. 

In this research, steganography is employed to send the encryption key information within 

the voice data. This supplies the system with an efficient method of key distribution, and 

allows the use of new key for each new packet. 

2.6. Related work 

2.6.1. Real-time Transport Protocol Header Compression 

(RTPC) 

VoIP packet size is small; therefore, the ratio of the IP/UDP/RTP headers (40 bytes) to 

VoIP packet payload (20-150 bytes) is big (200% - 26.67%). Cisco resolves this problem 

by using a compressed RTP header. [Balliache, 2003] 

"RTPC (Realtime Transport Protocol Header Compression): RTP is a protocol used for 

carrying multimedia application traffic, including audio and video, over an IP network. 

RTP packets have a 40-byte header and typically a 20 to 150 payload. RTP protocol 

travels over UDP. Given the size of the IP/UDP/RTP header combination, it is inefficient 

to transmit those small payloads using an uncompressed header. RTPC is a technology 

that helps RTP run more efficiently, especially over lower-speed links, by compressing 

the RTP/UDP/IP header from 40 bytes to (2 – 5) bytes. This is especially beneficial for 

smaller packets (such as IP voice traffic) on slower links, where RTP header compression 

can reduce overhead and transmission delay significantly." [Balliache, 2003]  

The drawback of this solution is the overhead delay caused by compression and 

decompression processes where each router will decompress this header and recompress 

it again. If the number of routers is relatively big such as the case of internet, then this 

compression/decompression processes result in a significant amount of time added to the 

end-to-end delay which should be kept less than a recommended threshold (150 ms). 
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2.6.2. Link Fragmentation and Interleaving (LFI) 

VoIP packets are small, when they travel throughout lines transmitting bulk traffic, with 

big packets (1000-1500 bytes, and even bigger), they have to make queues on routers and 

therefore, they have to wait their turn on the routers to be forwarded behind, perhaps 

several, big packets. Cisco resolves this using LFI which is an incredible tool from Cisco. 

It's explained as this: interactive traffic like VoIP is susceptible to increase latency and 

jitter, when the network processes large packets (for example, LAN-to-LAN FTP big 

packets transverse a low bandwidth WAN link), especially when their packets (from 

interactive flows) are queued on these slower links. LFI reduces delay and jitter by 

breaking up large datagrams and interleaving low-delay traffic packets with the resulting 

smaller packets. [Balliache, 2003]  

It is mentioned in [Balliache, 2003] that LFI has the following drawbacks:  

1. Both ends have to be implemented using the same configuration. This means, you 

have to have Cisco routers on both sides implementing the same configuration.  

2. Be careful when using LFI (Link Fragmentation and Interleaving). If users are 

planning to use some other application through the same link, they should check them 

first because some do not accept or permit packet fragmentation. 

2.6.3. DS/TOS bits in IP frame 

Differential Service (DS) field or TOS byte in IP specification can be used to assign a 

priority for VoIP packets. Many developers such as Cisco set the DS field to Expedited 

Flow (EF) as it is described in RFC 2474 (i.e. it is set to 101000). [Walker, 2001] 

The door is open to use any setting of the 64 possibilities (the permutations of 6 bits). In 

this case a higher priority value can be assigned to voice packets.  
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2.6.4. Voice Activity Detection (VAD) 

"Studies have shown that telephony speech patterns are on average made up of 50% 

silence" [comdial.com]. Enabling VAD reduces the amount of required bandwidth and 

the number of jitter buffers where the empty packets will not be transmitted. Voice 

packets are transmitted only when voice or speech is detected. [comdial.com] [Davidson 

& Peters, 2004, PP:177-178] 

2.6.5. Voice privacy service over the public telephone network 

This is a PhD dissertation prepared by Sharif, M. In this dissertation, the researchers 

described voice privacy architecture and protocols developed to provide a point-to-point 

privacy service with telephone and subscriber authentication. The architecture consists 

of certificate authorities (CA), authentication centers (AC), and telephone sets with 

cryptographic capabilities on top of the existing public telephone network infrastructure. 

[Sharif, 2004] 

The researchers claimed that the connection establishing delay for such voice privacy is 

approximately 17, 19, and 21 seconds for local/regional, long distance, and international 

connections respectively. This delay is four times longer than the typical normal call 

connection establishing delay. [Sharif, 2004] 

There are many differences between Sharif's research and the research presented in this 

dissertation, the differences are as follows: 

1. Sharif's research is on PSTN while VoIP is the concern of this research. 

2. They achieved their goal by increasing the call connection causing a delay four times 

longer than the typical normal connection; while the research of this dissertation 

enhances the security on VoIP with a minimum delay cost (0.00747 ms / byte). 
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3. They used CA and AC while embedded key management method was used in this 

research. 

4. They used telephones with encryption capabilities while IP-phones or typical PCs are 

to be used in the proposed approach of this research.  

2.6.6. Multiple packet-streams in encrypted voice over IP 

This is a Master thesis prepared by Shuman, J. The researchers investigated the effects 

of packet loss, jitter buffers and decryption buffers in a proposed multiple packet-streams 

in encrypted voice over IP; they claimed that it can relax the time-constraint of voice 

packets for decryption purposes. They claimed that the security is increased by using 

different encryption key for each packet stream. They also claimed that the security is 

increased without introducing much extra resource consumption and delay. VAD and 

frame interleaving techniques were used in their system. [Shuman 2003] 

Over-buffering allows for higher bursting capacity and lower packet loss probability, but 

increases the router's queue length and the experimented packet latency. On the contrary, 

under-buffering reduces latency but increases the packet loss probability. Therefore, a 

good buffering strategy should be applied on routers to make balance between packet 

loss and packet latency. 

The research presented in this dissertation is different from that research, the differences 

are as follows:  

1. They used available cryptosystem while new method was used in this research. 

2. They concerned their self with the effect of packet loss while this research is 

concerned with packet delay.  
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2.6.7. Intelligent encryption decryption system using limited 

genetic algorithm and Rijndael algorithm 

This is a doctoral dissertation prepared by Al Rashed, A. The researchers proposed a 

genetic algorithm to produce a pool of randomly generated keys; different methods were 

proposed to create/pick up a key among that huge number of possible keys. They 

proposed to send the encryption key within the ciphered data; different methods were 

suggested to mix the key with the ciphered data. AES_Rijndael algorithm was designed 

and developed using software engineering approach [Al Rashed, 2004]. That research is 

different from the research presented in this dissertation; differences are as follows: 

1. They proposed methods to mix the key with the ciphered data; while in this research, 

some information about the key (not the key itself) is to be mixed with the ciphered 

data, this information is enough for a target receiver to regenerate/extract the key. 

2. They didn't present how the target receiver will be the only one who can split the key 

from the ciphered data; in this research a simple and strong embedded approach was 

implemented and tested. 

3. They didn't evaluate in details the time requirements and time complexity for their 

approach; while details of this were presented in this research. 

4. They didn't evaluate the effects of the proposed approach on the performance of the 

applications; while in this research the effects of the new security method on a real-

time application (i.e. VoIP) were analyzed and discussed. 
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Encryption and Key selection 
3.1. Introduction 

Data is valuable and therefore it should be kept and transmitted in a secured manner. The 

science that is concerned with this is known as cryptography. There are many known 

techniques that are used to secure data; they are classified mainly in two categories; 

symmetric and asymmetric methods. Symmetric encryption requires a key and a new 

Initialization Vector (IV) to encrypt and decrypt data. Whenever a user encrypts data, 

then for anyone to decrypt this data must possess the same key and IV and use the same 

encryption algorithm. Generally, a new key and IV must be created for every session. 

Neither the key nor the IV should be stored for use in a later session. 

In order to communicate a symmetric key and IV to a remote party, a user should usually 

encrypt the symmetric key and IV using asymmetric encryption. Sending these values 

across an insecure network without encrypting them is extremely unsafe, as anyone that 

intercepts these values has the ability to decrypt the data. 

Most encryption algorithms execute many iterations of substitutions and transformations 

on original data (known as plaintext), in order to complicate the process of identifying 

the data by a hacker or intruder. This long process takes a significant time; and therefore, 

it is not suitable for real time applications such as voice chatting over networks. Table 0-7 

presents the time needed to encrypt data of different sizes using one of these algorithms 

(AES_Rijndael). 
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Creating and managing keys is an important part of any cryptographic process. 

Symmetric algorithms require the creation of a key and IV that must be kept secret from 

any unauthorized user. Asymmetric algorithms require the creation of a public key and 

 a private key. The public key can be made public to all, while the private key must be 

known only by the party who will decrypt the encrypted data with the public key. There 

exist many techniques used to generate keys for each of the encryption algorithms. 

Voice chatting over the internet is a real time application. The ITU-T recommendations 

G.114 set a constraint of 150 ms one-way end-to-end delay as a ceiling of a good service. 

Because of this it is aimed to implement a system that employs an encryption algorithm 

that executes only a simple process. It seems that this approach makes it easier for a 

hacker to identify a data packet; this is correct if we have only one packet, but new key 

is used with every new packet10; and therefore it is not significant for a hacker to break 

the key for one packet of the voice data, especially when it is known that a single packet 

carries only a small amount of voice data – almost about 30 ms - which will not give a 

hacker any useful information. The security process in this research performs the 

following steps for each voice packet: 

  

                                                 
10  Section 3.3 evaluates the randomness of the generated keys 
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Sender side: 

1. Select/generate a key from a pre-generated pool of master keys. 

2. Encrypt the voice data by the selected/generated key. 

3. Mix the encrypted data and the key information together. 

Receiver side: 

4. Split the encrypted data from the key information. 

5. Extract the key from the pool of master keys. 

6. Decrypt the data by the extracted key. 

This chapter and the following two chapters present and discuss the details for each of 

the mentioned steps. All the algorithms introduced in these chapters have been 

implemented and tested as follows: 

 Computer: laptop (Centrino 1.6 GHz, 256 MB RAM, and 2 MB L2 cache). 

 Operating system: Windows XP. 

 Implementation language: VB.NET 2003. 
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3.2. Key selection/generation 

In this research, a pool of master keys is generated randomly. When ever a new user 

subscribes, one of these master keys is assigned to the new user. The system 

administrator is the only user who is responsible and able to generate these master keys. 

These master keys will be saved as hexadecimal digits in a database11 that is accessible 

by all other subscribers. A number of sub keys can be selected from any master key as 

follows: 

a. Compose the key from a number of segments (i.e. don't select the key as single block 

of consecutive hexadecimal digits, but let it be composed from different and 

separated segments). This number of segments will be selected randomly. 

b. Select randomly the key length. (i.e. a varied key length will be used). 

c. Select randomly the position (index) in the master key where the first segment of the 

current key will start.  

Assuming that:  

                                                 
11  DB description exists in chapter 7. 
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Master key length is MKL. 

Number of key segment categories is NOKSC. 

Number of key length categories is NOKLC. 

Number of possible keys that can be generated from each master key is NOPK. 

Then, 

NOPK = MKL  NOKLC  NOKSC   …………………………………………….. 

 

Equation 0.1 

 

Example 3.1: Assume that each master key consists of 256 hexadecimal digits, possible 

number of key segments is 5, and number of key lengths is 7 then from Equation 0.1, the 

number of possible keys is: 

NOPK = 256  7  5 = 8960 keys. 

 

This number can be increased easily by increasing the values of the factors in the previous 

equation. 

Example 3.2: Assume that each master key consists of 1024 hexadecimal digits, possible 

number of key segments is 10, and number of key lengths is 32 then from the previous 

equation, the number of possible keys is: 

NOPK = 1024  32  10 = 327680 keys. 

The number of possible keys that can be selected from any master key can be increased 

dramatically by adding more factors to the selection process; some of the factors that can 

be added are: 
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a. Direction of the key selection (DOKS) (i.e. LTR or RTL). When this parameter is 

selected randomly it doubles the number of possible keys since we have two 

categories LTR and RTL. 

b. Direction of the key segments selection (DOKSS) (i.e. LTR or RTL). If this 

parameter is selected randomly; then NOPK is almost doubled since LTR and RTL 

produce different sequences except few cases which produce the same sequence in 

both directions. 

c. By making the selection from bits level instead of the hexadecimal digits level, the 

possible number of keys will be increased by four multiples. 

d. Length of the key segments can be classified to a number of categories (LOKSC); 

say four categories as follows: 

Table 0-1 Categories of key segment length 

Category 

No. 

Description 

0 All segments of the same length (i.e. L: L: L: …etc) 

1 Segments of different lengths as L : 2L : L : 2L : …etc. 

2 Segments of different lengths as 2L : L : 2L : L : … etc. 

3 Segments of different lengths as L : L : 2L : L : L : 2L : … etc. 
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According to the above modifications, Equation 0.1 becomes: 

NOPK = MKL  NOKLC  NOKSC  2  2  4  LOKSC   ………... Equation 0.2 

Therefore, the number of possible keys for the above example will be: 

NOPK = 1024  32  10  2  2  4  4 = 20,971,520 keys. 

Algorithm: Key selection 

Executed by: Conversation process 

Location: Client 

Time: During conversations. 

Input: Receiver user name 
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Output: Encryption key length, start position, and number of key segments, direction of 

the key selection, direction of the key segments selection, key segments length category, 

and a key 

Comments: This algorithm assumes that the master key of the receiver already retrieved 

/ available. 

Algorithm steps: 

1. Select randomly number of key segments. 

2. Select randomly key length category. 

3. Select randomly start position of the key. 

4. Select randomly direction of the key selection. 

5. Select randomly direction of the key segments selection. 

6. Select randomly key segments length category. 

7. Compute the length of each segment 

8. Compute the distances between consecutive segments. 

9. Compose the key from the master key according to the selections and calculations 

in steps 2-8 above. 

10. Pass the key to the encryption algorithm 

11. Pass the key parameters selected in 2-6 above to the mixing algorithm (i.e. the 

algorithm that mixes key information with the encrypted data). 

12. END 
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13.  

Example 3.3: Assume that the master key consists of 256 hexadecimal digits as follows: 

0ACDFFBFF1D4C6E5E16D259AF2F26CE20146EC2882C566DBFF 

40A40A12ED09932B4A1772FE40833854267D7B0A5CE57E993B 

2297821CF01DE5862B438A72B3A656F0863ABE5CBCF87D8DB8 

6DE7A724CE76A91D5F51B3678CAFBDBCADF210BB862644156A 

798AC366EED29E3ABD9FB43C9851033A580614F0CBB2DE5C33 

ABC77B 

 

Case 1: 

Selected parameters 

A random number of key segments = 6 

A random key length category = 2 (i.e. 128 bits = 32 hexadecimal digits) 

A random start position = 233 

A random key selection direction is LTR 

A random key segments selection direction is LTR 

A random key segments length category is 0 (i.e. segments of same length) 

Calculated parameters 

Segment length = ceiling (32/6) = 6 hexadecimal digits 

Last segment length = 32 – 5*6 = 2 hexadecimal digits 

Distance between key segments = ceiling ((256-32)/6) = 38 hexadecimal digits 

Last distance between key segments = (256-32) – 5 * 38 = 34 hexadecimal digits 
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Key composition 

According to the above parameters; the key segments will be the bold segments as shown 

below where the underlined segment is the starting segment. 

0ACDFFBFF1D4C6E5E16D259AF2F26CE20146EC2882C566DBFF 

40A40A12ED09932B4A1772FE40833854267D7B0A5CE57E993B 

2297821CF01DE5862B438A72B3A656F0863ABE5CBCF87D8DB8 

6DE7A724CE76A91D5F51B3678CAFBDBCADF210BB862644156A 

798AC366EED29E3ABD9FB43C9851033A580614F0CBB2DE5C33 

ABC77B 

 

Therefore; the selected/generated key is:  

580614259AF22B4A17F01DE5 E7A72415 

 

Case 2: 

Selected parameters 

A random number of key segments = 5 

A random key length category = 6 (i.e. 256 bits = 64 hexadecimal digits) 

A random start position = 70 

A random key selection direction is RTL 

A random key segments selection direction is RTL 

A random key segments length category is 0(i.e. segments of same length) 
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Calculated parameters 

Segment length = ceiling (64/5) = 13 hexadecimal digits 

Last segment length = 64 – 4*13 = 12 hexadecimal digits 

Distance between key segments = ceiling ((256-64)/5) = 39 hexadecimal digits 

Last distance between key segments = (256-64) – 4 * 39 = 36 hexadecimal digits 

Key composition 

According to the above parameters; the key segments will be the bold segments as shown 

where the underlined segment is the starting segment. Observe that we start counting 

and selecting from right-to-left. 

0ACDFFBFF1D4C6E5E16D259AF2F26CE20146EC2882C566DBFF 

40A40A12ED09932B4A1772FE40833854267D7B0A5CE57E993B 

2297821CF01DE5862B438A72B3A656F0863ABE5CBCF87D8DB8 

6DE7A724CE76A91D5F51B3678CAFBDBCADF210BB862644156A 

798AC366EED29E3ABD9FB43C9851033A580614F0CBB2DE5C33 

ABC77B 
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Therefore; the selected/generated key is: 

12FDACBDBFAC83680F656A3B27245833804EF27EC62F2FA952D6085A33

01589C 

Time requirements 

Key selection/generation in this approach does not take a significant amount of time 

assuming that the master key is available, as this is usually retrieved at the beginning of 

the call. The time required is only the time needed to select six random numbers to 

represent the key factors and then composing the key from the master key by selecting 

the relevant key segments. 

This algorithm has been tested to generate 1,500,000 keys of different key lengths and 

different master key lengths. The results of the tests are presented in Table 0-2. A column 

chart showing the relationship between the master key length and the time required to 

generate a key is presented in Figure 0-1.  
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Figure 0-1 Average time / key generation 

Table 0-2 Time reqirments of key generation/selection 
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3.3.Evaluation of key randomness 

The National Institute of Standards and Technology (NIST) issued a statistical test suite 

for evaluation of the pseudo random number generators (PRNGs). The most commonly 

used tests are mono-bit or frequency, serial, poker, and autocorrelation. Each of them is 

applied to the random sequence to get a value and compare it with a predefined range or 

a threshold depending on the significance level to be achieved. Each test aims to test such 

characteristic(s) of the random sequence. [FIPS PUB 140-2]. 

Monobit/Frequency test: The purpose of this test is to determine whether the number of 

ones and zeros in a sequence is approximately the same as would be expected for a truly 

random sequence. This test can be accomplished as given in Equation 0.3 [Jarrar 2004]. 

FTV = (n0 – n1)2 / n     ………………………………………..  

 

Equation 0.3 

 

Where; 

FTV: Frequency Test Value 

n0: Number of 0's 

n1: Number of 1's 

n: The sequence length 
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Serial Test: The purpose of this test is to determine whether the number of occurrences 

of m-bit overlapping patterns is approximately the same as would be expected for a 

random sequence. With the assumption that m=2, this test can be accomplished as given 

in Equation 0.4 [Jarrar 2004]. 
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Equation 0.4 

 
 

Where; 

STV: Serial Test Value 

n0: Number of 0's 

n1: Number of 1's 

n00: Number of occurrences of the pattern 00 

n01: Number of occurrences of the pattern 01 

n10: Number of occurrences of the pattern 10 

n11: Number of occurrences of the pattern 11 

n: The sequence length 

Poker Test: The purpose of this test is to determine whether the number of ones and 

zeros in each of M non-overlapping blocks created from a sequence appear to have a 

random distribution. This test can be accomplished as given in Equation 0.5 [Jarrar 2004]. 
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Equation 0.5 

Where; 
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PTV: Poker Test Value 

m : Length of each pattern in bits 

k : Number of non-overlapping patterns 

ni : Number of occurrences of the ith pattern 

Autocorrelation test: The purpose of this test is to check the correlation between the 

sequence and the shifted versions of it. This correlation value can be computed as given 

in Equation 0.6 [Jarrar 2004]. 
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Equation 0.6 
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Equation 0.7 

 

 

d: any fixed integer,  2/1 nd   

 : The XOR operation. 

The frequency, serial, poker, and autocorrelation tests were applied on ten thousand 

keys generated using the proposed method as follows: 

 The master key length is 1024 hexadecimal digits (i.e. 4096 bits). 

 The key length is varied. 

 The significance level ( = 0.05).  

 In poker test, m is assumed to be 8 bits. 
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 In autocorrelation test, d is assumed to be (key length / 2).  

The tests result is summarized in tables 3-3 and 3-4. The result shows that most of the 

generated keys passed all the tests, and none of them failed in all tests or passed only one 

test. 

Table 0-3: Randomness statistical tests result 

Statistical test Number of keys passed the test Percentage 

Frequency 9512 95.12% 

Serial 10000 100% 

Poker 8041 80.41% 

Autocorrelation 10000 100% 

 

Table 0-4: Randomness statistical tests cumulative result 

Number of passing tests Frequency Percentage 

4 7707 77.07% 

3 2139 21.39% 

2 154 1.54% 

1 0 0% 

0 0 0% 

 

In addition to the previous tests we tested the key repetition; the results of this test are 

summarized in Table 0-5. It is clear from the results that the percentage of repeated keys 

increases as the call duration increases, and decreases as the number of possible keys 

increases. To overcome this problem, the following solutions are suggested: 

 Tolerate this percentage of key repetition. 
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 Checking for key repetition and ignoring any repeated key. 

 Using a stronger random number generator if available. 

 Increasing the number of possible keys that can be generated from the master key. 

Table 0-5: Repetition check of the key generation 

# of 
possible 
keys 

Call 
duration 
(minutes) 

# of keys 
generated 

Average 
number 
of 
repeated 
keys 

Percent 
of 
repeated 
keys 

Average 
distance 
between 
repeated 
keys 

Percent 
of the 
distance 
between 
repeated 
keys 

2621440 

5 10000 21 0.21% 3574 36% 

10 20000 88 0.44% 6567 33% 

30 60000 763 1.27% 20084 33% 

5242880 

5 10000 9 0.09% 3389 34% 

10 20000 46 0.23% 6993 35% 

30 60000 367 0.61% 19530 33% 

 

3.4. Encryption 

Encryption is the process of converting original data to a form that is not understandable 

unless reconverted to its original form by a process known as decryption. As mentioned 

in the introduction, encryption algorithms execute many rounds of substitutions and 

transformations on the original data in order to make it impossible for hackers to identify 

the encrypted data. 

In this research, it is aimed to use a simple XOR process for the encryption of the voice 

data in order to minimize the time needed for this process. This is because each 

millisecond is significant in real time applications such as VoIP. On the other hand the 

security level is increased by using a different key for each new packet of the voice data. 

This means that the disclosing of a packet of this voice data by a hacker is not significant 

because each packet carries only a few milliseconds  
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of voice data which is not understandable to a hacker who can't identify the other packets 

as each packet has its own key and there is no relation between different keys. 

Algorithm: Encryption  

Executed by: Conversation process 

Location: Client 

Time: During conversations. 

Input: 1) The selected encryption key 

2) Plain digitized voice data 

Output: Ciphered voice data 

Comments: None 

Algorithm steps: 

1. Get a buffer for the voice data that has been captured by the voice capturing device. 

2. Convert the voice data into a bits string array 

3. Convert the selected key for this packet into a bits string array 

4. While not end-of-the-voice-bits-array 

i) Get a number of bits equal to the length of the key bits array; 

ii) Do XOR of this segment of the voice bits with the key bits. 

5. Pass the ciphered data to the mixing algorithm. 

6. END 

Example 3.4: Assume that a selected key for a packet is 16 hexadecimal digits (i.e. 64 

bits) as follows: A236BB8DD70FA35D. 
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This will be converted to the bit array to be:  

 

1010001000110110101110111000110111010111000011111010001101011101 

 

Assume also that a segment of the voice bit array that represents this packet is as follows: 

1110011001010100000110000110101010001010100001111010110110000101 

1111111111111111111100110011001100000000111100000000010101000011 

1000000010011100011011100000000000111111111111111110111111101001 

 

The XORing of this voice data segment with the above key is: 

 

0100010001100010101000111110011101011101100010000000111011011000 

0101110111001001010010001011111011010111111111111010011000011110 

0010001010101010110101011000110111101000111100000100110010110100 

 

Time requirements 

The encryption process in this approach takes a small amount of time to encrypt a packet 

of voice data compared to other known encryption algorithms. This amount of time will 

not add much latency to the transmission of the voice packet. Therefore, this approach 

can be used to secure the voice data that travels over networks and/or Internet. 

  

This algorithm has been implemented and tested to encrypt 1,500,000 packets of different 

key lengths and different packet lengths. The results of that test are presented in 

Table 0-6. 
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The AES_Rijndael algorithm was also implemented. This algorithm was used to 

encrypt 150,000 packets using different key lengths for different packet lengths. The 

results of that test are presented in Table 0-7. Column charts showing the relationship 

between the packet size and the encryption time in both cases are presented in Figure 0-2. 

 

  

(a) 

 

(b) 

Figure 0-2 Average time / Packet encryption (a) using the proposed solution and  

(b) using Rijndael algorithm  

                                                 
  The program was customized from a program taken from the internet. [Obviex] 
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Table 0-6 Time requirments for encryption process using the proposed solution 

Encryption Process 

Packet 
size 

(Bytes
) 

Trial 
No. 

Key Length (bits) 

Total 
Total time 
(ms) 

Averag
e Key 
Length 
(bits) 

Average 
time/Packe
t (ms) 64 96 128 160 192 224 256 

256 

1 
1443
9 

1431
6 

1428
4 

1424
5 

1391
3 

1435
0 

1445
3 

10000
0 30754.22 159.92 0.307542 

2 
1434
6 

1443
9 

1414
9 

1413
9 

1428
5 

1435
6 

1428
6 

10000
0 30694.14 159.93 0.306941 

3 
1426
5 

1441
0 

1449
2 

1424
3 

1429
5 

1420
3 

1409
2 

10000
0 30844.35 159.64 0.308444 

4 
1423
9 

1431
3 

1420
4 

1436
4 

1432
2 

1434
7 

1421
1 

10000
0 30573.96 160.03 0.305740 

5 
1435
4 

1411
9 

1436
0 

1432
6 

1420
3 

1422
4 

1441
4 

10000
0 30754.22 160.07 0.307542 

Tota
l 

7164
3 

7159
7 

7148
9 

7131
7 

7101
8 

7148
0 

7145
6 

50000
0 153620.89 159.92 0.307242 

512 

1 
1436
7 

1417
0 

1419
9 

1443
1 

1420
2 

1426
3 

1436
8 

10000
0 59946.20 160.06 0.599462 

2 
1432
1 

1421
7 

1422
6 

1438
2 

1426
3 

1405
3 

1453
8 

10000
0 60186.54 160.12 0.601865 

3 
1423
6 

1416
9 

1421
9 

1432
6 

1423
0 

1437
0 

1445
0 

10000
0 59896.13 160.34 0.598961 

4 
1429
0 

1426
0 

1431
7 

1430
4 

1446
7 

1422
1 

1414
1 

10000
0 60176.53 159.88 0.601765 
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5 14200 14350 14417 14305 14455 13984 14289 100000 59805.99 159.86 0.598060 

Total 71414 71166 71378 71748 71617 70891 71786 500000 300011.39 160.05 0.600023 

1024 

1 14315 14263 14146 14366 14189 14276 14445 100000 118049.75 160.15 1.180498 

2 14321 14239 14430 14469 14198 14117 14226 100000 118270.06 159.76 1.182701 

3 14295 14405 14100 14302 14253 14253 14392 100000 119041.17 160.04 1.190412 

4 14100 14264 14255 14303 14356 14464 14258 100000 119491.82 160.31 1.194918 

5 14200 14322 14382 14463 14143 14298 14192 100000 118570.50 159.90 1.185705 

Total 71231 71493 71313 71903 71139 71408 71513 500000 593423.3 160.03 1.186847 
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Table 0-7 Time requirements for encryption process using Rijndael algorithm 

Encryption Process - AES-Rijndael 

Packet 
size 

(Bytes) 
Trial 
No. 

Key Length (bits) 

Total 

Total 
time 
(ms) 

Average 
time/Packet 

(ms) 821 892 252 

252 

1 0033 0033 0031 13333 12033 13203 

3 0033 0033 0332 13333 12333 13233 

0 0333 0011 0033 13333 12303 13230 

3 0030 0333 0333 13333 13030 13303 

2 0003 0032 0333 13333 12333 13233 

Total 82261 82216 82211 51111 91811  8.559 

582 

1 0010 0000 0023 13333 03012 03303 

3 0033 0132 0332 13333 03302 03333 

0 0023 0033 0333 13333 03332 03330 

3 0033 0303 0313 13333 03333 03333 

2 0032 0333 0033 13333 03312 03333 

Total 82189 82482 82129 51111 819964 6.199 

8124 

1 0033 0033 0030 13333 133333 133331 

3 0031 0333 0013 13333 133333 133333 

0 0033 0033 0333 13333 133303 133333 

3 0003 0023 0011 13333 133333 133331 

2 0332 0033 0033 13333 133333 133333 

Total 82111 82282 82212 51111 544286 81.114 

 



www.manaraa.com

78 
 

3.4. Conclusions and recommendations 

Conclusions: 

1. Most of the generated keys using the proposed method passed all the applied 

statistical tests, and none of the keys failed in all tests or passed only one test. 

2. The average time needed to generate a key in this research is very small, around 

(0.002604ms) 

3. The length of the master key has no effect on the time needed to generate a key; where 

the master key length does not add any overhead on the process except a negligible 

time needed to manage memory locations when the master key length is increased.  

4. The average time needed to encrypt a voice packet using the proposed algorithm can 

be acceptable (relatively small, it is 1.187 ms for a packet of size 1024 bytes). 

5. The average time needed to encrypt the same size packet in Rijndael algorithm is 

(10.884 ms) which is considered to be big for this type of applications. 

6. The average time needed to encrypt a packet using the proposed algorithm is much 

smaller than that in Rijndael algorithm. The ratio is about 1:10 with a packet of size 

1024 bytes. 

7. The packet length affects the time needed to encrypt the packet in both cases. In the 

proposed algorithm, if the packet size is doubled, then the average time needed to 

encrypt the packet is almost doubled too; this is expected since the process 

manipulates each bit of the data. In Rijndael algorithm, if the packet size is doubled, 

then the average time needed to encrypt a packet becomes about three multiples. 
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3.5. Recommendations: 

1. The proposed encryption algorithm works with keys of any length. Therefore, it is 

recommended to enlarge the range of the key lengths in order to maximize the number 

of possible keys (NOPK) in Equations 3.1 and 3.2. 

2. Since the packet size has an effect on the encryption time as mentioned in point 6 of 

the above conclusions, then it is recommended to minimize the packet size in order 

to minimize the time needed for the encryption process; but this is a trade off with 

the overhead that comes from the headers added to each packet. 

3. Since the known encryption algorithms require a significant amount of time as 

presented in points 4 and 5 of the above conclusions, it is recommended to apply a 

simple algorithm with minimum computations. 
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Key management and distribution 
4.1. Introduction 

The aim of this chapter is to introduce a new technique for key management and 

distribution. This technique is based on mixing the key with the encrypted data. The 

receivers of the encrypted data should on the other hand be able to extract the key then 

use it to decrypt the ciphered data. Following is a number of mixing techniques that can 

be followed to achieve the mixing process; these techniques are: 

1. Mix the key itself with the encrypted data. 

2. Mix information about the key which can be used to extract the key. 

In this research the second method is selected where the information about a key is much 

less than the key itself. This results in less overhead onto the data packet. The mixing 

process itself can be achieved through a lot of approaches such as: 

a. Insert the key information as one segment into a pre-defined location. 

b. Insert the key information as a number of segments into pre-defined locations. 

c. Insert the key information as one segment into a random location. 

d. Insert the key information as a number of segments into random locations. 

The insertion of key information in a pre-defined location(s) is less secure than 

distributing the information in a number of locations defined randomly; also, the insertion 

of key information as a single segment is less secure than distributing the information in 

a number of segments defined randomly. In this research, the fourth approach is used 

since it makes it more difficult for a hacker or intruder to separate the key information 

from the encrypted data. Many methods can be followed to make the segmentation and 

mixing of the key information with the encrypted data. The following sections describe 

one of these techniques that can be used to mix the key information with the encrypted  
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data at the sender side, and how it can be separated again at the receiver side. Any 

subscriber except the authorized receiver of the data will not be able to split the correct 

key information from the encrypted data of any packet even if he/she uses the same 

algorithm. If some of the key information altered during the transmission which rarely 

happens, then the correct receiver will compose a wrong key, and then a wrong data will 

be produced. In this case, it is suggested that the receiver ignore the packet since the 

application is tolerance for some packet loose. 

4.2.Key information and ciphered data mixing 

Once the voice data is encrypted using the relevant key as was described earlier, the key 

information and the encrypted data are mixed first and then transmitted to their 

destination. The receiver of the packet on the other side should be able to split key 

information from the encrypted data and should be the only user who is allowed to do 

this. As mentioned in the introduction, many methods can be applied to achieve this 

mixing. The following algorithm describes one of these methods.  

Algorithm: Key mixing 

Executed by: Conversation process 

Location: Client 

Time: During conversation. 

Input: 

1. The selected encryption key information 

2. Ciphered voice data packet 

Output: Mixed data of ciphered voice data and key information  

Comments: None 
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Algorithm steps: 

1. Convert the key information to bits array as follows: 

number of key segments : 3 bits 

key length category: 2 bits 

start position : 10 bits 

direction of the key selection : 1 bit (0: LTR and 1: RTL) 

direction of the key segments selection: 1 bit (0: LTR and 1: RTL) 

category of the key segments length : (2 bits) 

not used : 5 bits12 

2. Select the start mixing category as follows13 

If [Receiver ID] is odd then 

    start mixing category = "K" (i.e. start with key information) 

ELSE 

    start mixing category = "D" (i.e. start with data) 

3. Compute number of ciphered data segments (3 –6) 

(e.g. [Receiver ID] mod 4 + 3 ) 14 

4. Compute the length of each data segment 

5. Compute number of segments for the key information depending on the output of 

steps 2 and 3 above. 

  

                                                 
12  Those bits can be added to the other parameters to increase the range for any of them. 
13  The same policy should be used by both mixing and splitting algorithms. 
14  The same equation should be used by both mixing and splitting algorithms. 
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6.  

7. Compute the length of each segment of the key information 

8. Mix ciphered data segments and the key information segments according to the 

selected strategy in step 2 above. 

9. Pass the mixed data to the transmission algorithm 

10. END 

Example 4.1: Assuming that G.726 standard (i.e. ADPCM) is used to digitize the voice; 

then the packet size will be 1200 bits. Assume that the binary stream of Figure 0-1 is the 

ciphered voice packet. Also assume that the key is the same that was introduced in case 

1 of example 3.3 of the previous chapter, then: 
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110000011100111110001111111111000000101000000101011111001101 

110000011100111110000000000011000000101000000101011111001101 

110001111100111110001111111111000111101000000101011111001101 

000000011100111110001111111111111111101000000101011111001101 

111111111100111110001111111111000000101000000101011111001101 

110000011100111110001111111111000000101000000101011111001101 

000000011100111110001111111111111111101000000101011111001101 

111111111100111110001111111111000000101000000101011111001101 

110000011100111110000000000011000000101000000101011111001101 

111111111100111110001111111111000000101000000101011111001101 

111111111100111110001111111111000000101000000101011111001101 

111111111100111110001111111111000000101000000101011111001101 

110000011100111110000000000011000000101000000101011111001101 

110001111100111110001111111111000111101000000101011111001101 

000000011100111110001111111111111111101000000101011111001101 

110000011100111110000000000011000000101000000101011111001101 

110001111100111110001111111111000111101000000101011111001101 

000000011100111110001111111111111111101000000101011111001101 

111111111100111110001111111111000000101000000101011111001101 

110000011100111110001111111111000000101000000101011110001101 

Figure 0-1 Ciphered voice data stream 
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Receiver ID = 3 

Number of key segments = 6 (i.e. 110) 

Key length category = 2 (i.e. 10) 

Start position = 233 (i.e. 0011101001) 

Key selection direction is LTR (i.e. 0) 

Key segments selection direction is LTR (i.e. 0) 

Key segments length category is 0 (i.e. 00) 

Therefore; the key information bit array that will be mixed with the ciphered data is 

110100011101001000000000 

 

Now: 

Number of ciphered data segments = 3 mod 4 + 3 = 6 

Start mixing category is "K" since receiver ID is odd 

Ciphered data segment length = ceiling (1200/6) = 200 

Last ciphered data segment length = 1200 - 200 * 5 = 200 

Key information segment length = ceiling (24/6) = 4 

Last key information segment length = 24 – 4 * 5 = 4 

Therefore; the mixing output will be as shown in Figure 0-2. 
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1101110000011100111110001111111111000000101000000101011111001101 

110000011100111110000000000011000000101000000101011111001101 

110001111100111110001111111111000111101000000101011111001101 

0000000111001111100000011111111111111111101000000101011111001101 

111111111100111110001111111111000000101000000101011111001101 

110000011100111110001111111111000000101000000101011111001101 

0000000111001111100011111111111111111010110100000101011111001101 

111111111100111110001111111111000000101000000101011111001101 

110000011100111110000000000011000000101000000101011111001101 

111111111100111110001111111111000000101000000101011111001101 

0010111111111100111110001111111111000000101000000101011111001101 

111111111100111110001111111111000000101000000101011111001101 

110000011100111110000000000011000000101000000101011111001101 

1100011111001111100000001111111111000111101000000101011111001101 

000000011100111110001111111111111111101000000101011111001101 

110000011100111110000000000011000000101000000101011111001101 

1100011111001111100011111111110001111010000000000101011111001101 

000000011100111110001111111111111111101000000101011111001101 

111111111100111110001111111111000000101000000101011111001101 

110000011100111110001111111111000000101000000101011110001101 

Figure 0-2 Key information mixed with a ciphered voice data stream 

 

Comment: The bold and enlarged digits represent the key information that has been 

mixed with the ciphered data. 

Time requirements 

The algorithm described earlier was implemented and tested to mix the key information 

with the ciphered data of 1,500,000 packets of different sizes using different keys of 

different lengths for each packet. The results of that test are presented in Table 0-1. A  
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column chart showing the relationship between the packet size and the time needed to 

mix the key information with the ciphered data is presented in Figure 0-3. It is clear from 

the chart that they have a direct relation. 

Table 0-1 Time requirments for mixing a voice data packet and a key information 

Mixing Data and Key Information 

Packet 
size 
(Bytes) 

Trial 
No. 

Number of 
packets 

Total 
time 
(ms) 

Average 
time/Packet 
(ms) 

256 

1 100000 67276.74 0.6727674 

2 100000 67176.60 0.6717660 

3 100000 67557.14 0.6755714 

4 100000 67286.75 0.6728675 

5 100000 67276.74 0.6727674 

Total 500000 336574 0.67315 

512 

1 100000 133702.3 1.3370225 

2 100000 133622.1 1.3362214 

3 100000 133722.3 1.3372228 

4 100000 133962.6 1.3396263 

5 100000 133712.3 1.3371227 

Total 500000 668721.6 1.33744 

1024 

1 100000 266743.6 2.6674356 

2 100000 267164.2 2.6716416 

3 100000 266633.4 2.6663340 

4 100000 267284.3 2.6728434 

5 100000 266623.4 2.6662339 

Total 500000 1334449 2.66890 
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Figure 0-3 Average time / packet mixing (key information and ciphered data) 

 

4.3. Separation of key information from ciphered data 

Once the data packet received by the destination user the key information should be 

separated from the encrypted data. As mentioned earlier, the relevant receiver should be 

the only one who is able to correctly carryout this separation. The following algorithm 

describes the inverse process of the mixing algorithm which was presented in the 

previous section. This algorithm describes how to separate the key information from the 

encrypted data.  

Algorithm: key separation  

Executed by: Conversation process 

Location: Client 

Time: During conversation. 
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Input: 

1. Receiver user name. 

2. Mixed data of ciphered voice data and key information. 

Output: 

1. Bits array of the key information. 

2. Bits array of ciphered voice data. 

Algorithm steps: 

1. Compute number of ciphered data segments (3 – 6) 

(e.g. Collie ID mod 4 + 3 ) 15 

2. Select the start mixing category as follows 16 

If Collie-ID is odd then 

    start mixing category = "K" (i.e. start with key) 

ELSE 

    start mixing category = "D" (i.e. start with data) 

3. Compute the length of each data segment 

4. Compute the number of segments for the key information depending on the output 

of steps 2 and 3 above. 

5. Compute the length of each segment of the key information 

6. Separate ciphered data from key information according to the selected strategy in 

step 2 above. 

  

                                                 
15  The same equation should be used by both mixing and splitting algorithms. 
16  The same policy should be used by both mixing and splitting algorithms. 
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7.  

8. Pass the key information bit array to the key extraction algorithm 

9. Pass the ciphered data bit array to the decryption algorithm 

10. END 

Example 4.2: 

Case 1: Assuming that the mixed data of example 4.1 above received by the user of ID 

3 (i.e. the correct receiver), then the following calculations will take place: 

Number of ciphered data segments = 3 mod 4 + 3 = 6 

Start mixing category is "K" since collie ID is odd 

Ciphered data segment length = ceiling (1200/6) = 200 

Last ciphered data segment length = 1200 - 200 * 5 = 200 

Key information segment length = ceiling (24/6) = 4 

Last key information segment length = 24 – 4 * 5 = 4 

Therefore; the algorithm will correctly separate the key information from the ciphered 

data as follows: 

Key information = 110100011101001000000000 

Ciphered data as it is in Figure 0-2. 

Case 2: Assuming that the mixed data of the previous example received by the user of 

ID 4 (i.e. an incorrect receiver), then the following calculations will take place: 

Number of ciphered data segments = 4 mod 4 + 3 = 3 

Start mixing category is "D" since collie ID is even 

Ciphered data segment length = ceiling (1200/3) = 400 

Last ciphered data segment length = 1200 - 400* 2 = 400 
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Key information segment length = ceiling (24/3) = 8 

Last key information segment length = 24 – 8 * 2 = 8 

Therefore; the algorithm will not separate the correct key information from the ciphered 

data as follows: 
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 The extracted key information will be: 111110101111100010001101 

 The Ciphered data is shown in Figure 0-4 excluding the bold digits which they 

represent the key information. 

1101110000011100111110001111111111000000101000000101011111001101 

110000011100111110000000000011000000101000000101011111001101 

110001111100111110001111111111000111101000000101011111001101 

0000000111001111100000011111111111111111101000000101011111001101 

111111111100111110001111111111000000101000000101011111001101 

110000011100111110001111111111000000101000000101011111001101 

0000000111001111100011111111111111111010110100000101011111001101 

111111111100111110001111111111000000101000000101011111001101 

110000011100111110000000000011000000101000000101011111001101 

111111111100111110001111111111000000101000000101011111001101 

0010111111111100111110001111111111000000101000000101011111001101 

111111111100111110001111111111000000101000000101011111001101 

110000011100111110000000000011000000101000000101011111001101 

1100011111001111100000001111111111000111101000000101011111001101 

000000011100111110001111111111111111101000000101011111001101 

110000011100111110000000000011000000101000000101011111001101 

1100011111001111100011111111110001111010000000000101011111001101 

000000011100111110001111111111111111101000000101011111001101 

111111111100111110001111111111000000101000000101011111001101 

110000011100111110001111111111000000101000000101011110001101 

Figure 0-4 Key information mixed with a ciphered voice data stream (copy of Figure 0-2) 

 

It is clear that wrong key information and wrong ciphered data will be passed to the key 

extraction and decryption algorithms, and therefore; wrong voice data will be produced. 
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Time requirements 

The algorithm was implemented and tested; the test was carried out on 1,500,000 

ciphered data packets. The test extracted key information from the ciphered data for each 

of the received packets. Ciphered data packets were of different sizes. The results of the 

test are presented in Table 0-2. A column chart showing the relationship between the 

packet size and the time needed to split key information from the ciphered data is 

presented in Figure 0-5. 

Table 0-2 Time requirments for key information separtion from ciphered data 

Separation of Ciphered Data and Key Information 

Packet size 
(Bytes) 

Trial 
No. 

Number of 
packets 

Total time 
(ms) 

Average 
time/Packet (ms) 

256 

1 100000 18246.24 0.182462 

2 100000 18306.32 0.183063 

3 100000 18246.24 0.182462 

4 100000 18456.54 0.184565 

5 100000 18306.56 0.183066 

Total 500000 91561.9 0.183124 

512 

1 100000 36442.54 0.364425 

2 100000 36482.46 0.364825 

3 100000 36452.42 0.364524 

4 100000 36322.23 0.363222 

5 100000 36452.42 0.364524 

Total 500000 182152.07 0.364304 

1024 

1 100000 72514.27 0.725143 

2 100000 72674.51 0.726745 

3 100000 72524.28 0.725243 

4 100000 72814.7 0.728147 

5 100000 73105.12 0.731051 

Total 500000 363632.88 0.727266 
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Figure 0-5 Average time / packet separation (key information from ciphered data) 

 

4.4 Conclusions and recommendations 
Conclusions 

1. The average time needed to mix key information with the ciphered data of one packet 

is very small. It is 0.67315 ms for a packet of size 256 bytes. Also, the average time 

needed for the reverse process (i.e. splitting key information from the ciphered data 

of one packet) is very small too. It is 0.183124 ms for a packet of size 256 bytes. 

2. The packet size affects this time in both processes, i.e. key mixing and separation. If 

the packet size is doubled, then the average time needed to mix/split key information 

into/from the ciphered data is almost doubled too; this is expected since these 

processes manipulate each bit of the data. 

Recommendations 

1. Because of the fact that was presented in point 2 of the above conclusion, it is 

recommended to minimize the packet size in order to minimize the time needed for 

the mixing process; but again this is a trade off with the overhead that comes from 

the headers added to each packet.  
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2. The average time needed to split key information from the ciphered data of a packet 

in the separation algorithm is much less than the time needed to mix the key 

information into the ciphered data in the mixing algorithm. This is expected since the 

separation process makes few calculations to determine the locations of the key 

information and then extracts them from the mixed data. However this difference 

would not affect the overall process; since it is the average time for the total operation 

that is of concern to us, and should be kept to a minimum value. 
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Key extraction and Decryption 
5.1. Introduction 

Decryption is the inverse of the encryption process. It converts a ciphered data into its 

original form. In order to decrypt any ciphered data, the encryption key and the algorithm 

should be known. Therefore, the correct key should be extracted using the mixing 

information before the decryption process can be carried on the encrypted data. 

As it was mentioned earlier in chapter 4, encryption algorithms execute many rounds of 

substitutions and transformations on the original data in order to make it impossible for 

a hacker or intruder to understand data. The same number of substitutions and 

transformations must be performed in reverse order to decrypt the ciphered data. 

In the proposed technique, a simple XOR process is used for the encryption of the voice 

data, this is to minimize the time needed for this process; this simple encryption process 

produces a highly complex ciphered result since the data is split into different packets 

and no one packet has enough information to recover the encrypted data packets. 

Decryption process is also a simple XOR process on the ciphered data with the relevant 

key. This method for encryption/decryption minimizes the overhead time produced from 

the process of securing the voice data that travels over the network. At the same time it 

is strongly enough to secure the data. 

Also in this chapter, the key extraction and data decryption algorithms are described in 

details. 

5.2. Key extraction 

At this stage, the bit array of the key information is received from the key separation 

algorithm which was presented in the previous chapter. This algorithm extracts the key 

information embedded with the encrypted data, the key information is then used to obtain  
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the key from the receiver master key . If the user is the correct receiver of the data, correct 

information will be received, and then the algorithm will compose the correct key (i.e. 

the same key that was generated in the key selection algorithm). If the user is not the 

intended receiver wrong information will be extracted, and then a wrong key will be 

composed. In both cases the composed key will be passed to the decryption algorithm 

which produces a correct data in the former case and wrong data in the latter case. 

Algorithm: Key extraction  

Executed by: Conversation process 

Location: Client 

Time: During conversation. 

Input: 1) User name; 

2) The bits array of the key information. 

Output: The encryption key. 

Comments: None 

Algorithm steps:  

1. Extract the decimal equivalent value for each of the key information parameters 

from the bits array of the key information as follows: 

number of key segments : bits 1-3 

key length category: bits 4-5 

start position : bits 6-15 

direction of the key selection : bit 16 (0: LTR and 1: RTL) 

direction of the key segments selection: bit 17 (0: LTR and 1: RTL) 

category of the key segments length : bits 18-19 
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2. not used : bits 20-24 

3. Compose the key from the master key of the user according to the extracted 

information of step 1 above. 

4. Pass the composed key to the decryption algorithm. 

5. END 

Example 5.1: 

Case 1: The extracted key information in case 1 of example 4.2 was 

(110100011101001000000000), and the data has been received by a user with ID 3. 

Therefore: 

Received parameters 

Number of key segments = 1102 = 6 

Key length category = 102 = 2 (i.e. 128 bits = 32 hexadecimal digits) 

Start position = 00111010012 = 233 

Start position17 =  (Start position mod 256) = 233 

Key selection direction = 02 = 0 (i.e. LTR) 

Key segments selection direction = 02 = 0 (i.e. LTR) 

Key segments length category = 002 = 0 (i.e. segments of the same length) 

Calculated parameters 

Segment length = ceiling (32/6) = 6 hexadecimal digits 

Last segment length = 32 – 5*6 = 2 hexadecimal digits 

Distance between key segments = ceiling ((256-32)/6) = 38 hexadecimal digits 

Last distance between key segments = (256-32) – 5 * 38 = 34 hexadecimal digits 

                                                 
17  The mod operation is necessary because a wrong key information that has been extracted from a wrong 

user may yield in a start position that exceeds the master key length. 
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Key composition 

According to the above parameters; the key segments is the bold segments as shown 

below where the underlined segment is the starting segment. 

0ACDFFBFF1D4C6E5E16D259AF2F26CE20146EC2882C566DBFF 

40A40A12ED09932B4A1772FE40833854267D7B0A5CE57E993B 

2297821CF01DE5862B438A72B3A656F0863ABE5CBCF87D8DB8 

6DE7A724CE76A91D5F51B3678CAFBDBCADF210BB862644156A 

798AC366EED29E3ABD9FB43C9851033A580614F0CBB2DE5C33 

ABC77B 

 

Therefore; the extracted key is:  

580614259AF22B4A17F01DE5 E7A72415 

 

Observe that it is the same key that was produced by case 1 of example 3.3. This correct 

key and correct ciphered data will be passed to the decryption algorithm which means 

that it will produce the original data. 

 

Case 2: The extracted key information in case 2 of example 4.2 was 

(111110101111100010001101), and the data has been received by a user with ID 4. 

Therefore: 

Received parameters 

Number of key segments = 1112 = 7 

Key length category = 112 = 3 (i.e. 160 bits = 40 hexadecimal digits) 
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Start position = 01011111002 = 380 mod 256 = 124 

Key selection direction = 02 = 0 (i.e. LTR) 

Key segments selection direction = 12 = 1 (i.e. RTL) 

Key segments length category = 002 = 0 (i.e. segments of the same length) 

Calculated parameters 

Segment length = ceiling (40/7) = 6 hexadecimal digits 

Last segment length = 40 – 6*6 = 4 hexadecimal digits 

Distance between key segments = ceiling ((256-40)/7) = 31 hexadecimal digits 

Last distance between key segments = (256-40) – 6 * 31 = 30 hexadecimal digits 

Key composition 

According to the above parameters; the key segments will be the bold segments as shown 

below where the underlined segment is the starting segment. 

0ACDFFBFF1D4C6E5E16D259AF2F26CE20146EC2882C566DBFF 

40A40A12ED09932B4A1772FE40833854267D7B0A5CE57E993B 

2297821CF01DE5862B438A72B3A656F0863ABE5CBCF87D8DB8 

6DE7A724CE76A91D5F51B3678CAFBDBCADF210BB862644156A 

798AC366EED29E3ABD9FB43C9851033A580614F0CBB2DE5C33 

ABC77B 

 

Therefore; the extracted key is:  

56A3B2D19A67897A650F41602D61E521A04AEC5A 
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Observe that it is not the same key that was produced by the key selection algorithm. 

This incorrect key and incorrect ciphered data will be passed to the decryption algorithm 

which means that it will produce an incorrect data too. 

Time requirements 

Key extraction in this approach does not require a significant amount of time with the 

assumption that the master key is available, as it is retrieved at the beginning of the call. 

The time needed therefore is the same as the time needed to compose the key from the 

master key by selecting the key segments according to the received key information. 

This algorithm was implemented and tested 1,500,000 times on different key lengths and 

different master key lengths. The results of that test are presented in Table 0-1. A column 

chart that showing the relationship between length of the master key and the time needed 

to extract a key is presented in Figure 0-1. It is clear that the time is almost the same in 

all cases. 

 

Figure 0-1 Average time / key extraction 
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Table 0-1 Time requirements for a key extraction 

Key Extraction Process (at Receiver Side) 

Master 
Key 

Lengt
h 

(Hex. 
Digits) 

Trial 
No. 

Key Length (bits) 

Total 

Total 
time 
(ms) 

Averag
e Key 

Length 
(bits) 

Average 
time/Ke
y (ms) 64 96 128 160 192 224 256 

256 

1 14125 14435 14308 14219 14440 14290 14183 100000 690.994 160.01 
0.00691
0 

2 14374 14018 14163 14285 14389 14363 14408 100000 690.984 160.33 
0.00691
0 

3 14133 14488 14381 14282 14174 14207 14335 100000 680.022 159.95 
0.00680
0 

4 14234 14279 14407 14428 14284 14276 14092 100000 681.006 159.82 
0.00681
0 

5 14332 14244 14193 14416 14370 14195 14250 100000 688.025 159.95 
0.00688
0 

Sub 
total 71198 71464 71452 71630 71657 71331 71268 500000 

3431.03
0 160.01 

0.00686
2 

512 

1 14416 14242 14323 14155 14225 14225 14414 100000 682.408 159.96 
0.00682
4 

2 14411 14295 14307 14230 14247 14224 14286 100000 691.025 159.82 
0.00691
0 

3 14172 14396 14260 14461 14109 14172 14430 100000 680.976 160.06 
0.00681
0 
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4 14419 14427 14210 14181 14389 14099 14275 100000 697.829 159.71 
0.00697
8 

5 14324 14273 14072 14422 14257 14348 14304 100000 678.792 160.09 
0.00678
8 

Sub 
total 71742 71633 71172 71449 71227 71068 71709 500000 3431.031 159.92 

0.00686
2 

1024 

1 14377 14302 14400 14226 14246 14270 14179 100000 686.954 159.74 
0.00687
0 

2 14493 14108 14334 14278 14229 14237 14321 100000 685.367 159.88 
0.00685
4 

3 14447 14171 14325 14382 14155 14251 14269 100000 690.965 159.83 
0.00691
0 

4 14447 14212 14101 14314 14627 14157 14142 100000 684.979 159.84 
0.00685
0 

5 14263 14244 14523 14322 14055 14174 14419 100000 682.767 159.96 
0.00682
8 

Sub 
total 72027 71037 71683 71522 71312 71089 71330 500000 3431.032 159.85 

0.00686
2 

Totals 
21496
7 

21413
4 

21430
7 

21460
1 

21419
6 

21348
8 

21430
7 

150000
0 

10293.09
3 159.93 

0.00686
2 
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5.3. Decryption 

As it was mentioned in the introduction of this chapter, decryption is the inverse of the 

encryption process. It is aimed to recover the original data. Also, it was mentioned that 

this decryption is a simple XOR process using the key that is received from the key 

extraction algorithm which was presented earlier in this chapter. Therefore, the accuracy 

of this algorithm depends on the received key where a correct key produces a correct 

results and vise versa.  

Algorithm: Decryption  

Executed by: Conversation process 

Location: Client. 

Time: During conversation. 

Input: 1) the encryption key; 

2) the ciphered voice data. 

Output: Original voice data. 

Comments: None 

Algorithm steps: 

1. Convert the selected key for this packet to a bits array 

2. While not end-of-the-ciphered bits array 

i) get a number of bits equal to the length of the key bits array 

ii) do XOR of this segment of the ciphered bits with the key bits 

3. Convert the XORed data to a bytes array 

4. Copy the bytes array to a sound buffer 

5. Pass the sound buffer to the playback device 
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6. END 

Example 5.2: Assuming that the encryption key and the segments of the ciphered data 

are the same as that used in example 3.4, then, the key is A236BB8DD70FA35D and the 

ciphered data is: 

0100010001100010101000111110011101011101100010000000111011011000 

0101110111001001010010001011111011010111111111111010011000011110 

0010001010101010110101011000110111101000111100000100110010110100 

 

The bits array of the above key is:  

 

1010001000110110101110111000110111010111000011111010001101011101 

 

And the XOR process of this ciphered data segment with the above key produces the 

following data: 

 

1110011001010100000110000110101010001010100001111010110110000101 

1111111111111111111100110011001100000000111100000000010101000011 

1000000010011100011011100000000000111111111111111110111111101001 

 

This data is the same as the original data of example 3.4. 

 

Time requirements 

The presented decryption process required less time to decrypt a packet of voice data 

compared to known decryption algorithms such as Rijndael; so this small amount of 

added time to the latency is considered to be acceptable in this type of applications. 

Therefore, the proposed approach improved the security of voice data that travels over 

the networks and/or Internet. 
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This algorithm has been implemented and tested to decrypt 1,500,000 packets of different 

key lengths and different packet sizes. The results of the test are presented in Table 0-2. 

The AES_Rijndael algorithm was also implemented 18 . This algorithm was used to 

decrypt 150,000 packets using different key lengths and different packet sizes. The 

results of that test are presented in Table 0-3. Column charts showing the relationship 

between the packet size and the decryption time in both cases are presented in Figure 0-2 

(a) and (b). 

 

(a) 

 

(b) 

Figure 0-2 Average time for decryption process 

  

                                                 
18  The program was customized from a program taken from the internet. [Obviex] 
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Table 0-2 Time requirements for decryption process using the proposed solution 

Decryption Process 

Packet 
size 

(Bytes
) 

Trial 
No. 

Key Length (bits) 

Total 
Total time 

(ms) 

Averag
e Key 

Length 
(bits) 

Average 
time/Packet 

(ms) 64 96 128 160 192 224 256 

256 

1 
1408
2 

1455
7 

1433
3 

1430
9 

1421
2 

1425
9 

1424
8 

10000
0 72213.84 159.93 0.722138 

2 
1430
1 

1448
5 

1418
2 

1413
4 

1439
9 

1407
4 

1442
5 

10000
0 71933.44 159.93 0.719334 

3 
1429
5 

1432
0 

1416
1 

1418
7 

1417
5 

1441
3 

1444
9 

10000
0 71903.39 160.21 0.719034 

4 
1431
3 

1431
8 

1423
6 

1413
1 

1444
8 

1439
8 

1415
6 

10000
0 71913.41 159.97 0.719134 

5 
1432
4 

1443
1 

1433
8 

1420
5 

1421
5 

1440
3 

1408
4 

10000
0 71953.46 159.71 0.719535 

Tota
l 

7131
5 

7211
1 

7125
0 

7096
6 

7144
9 

7154
7 

7136
2 

50000
0 359917.54 159.95 0.719835 

512 

1 
1423
8 

1424
1 

1429
3 

1434
2 

1417
8 

1423
9 

1446
9 

10000
0 142004.19 160.18 1.420042 

2 
1418
5 

1454
0 

1417
0 

1418
5 

1419
9 

1423
5 

1448
6 

10000
0 142034.24 160.10 1.420342 

3 
1446
7 

1427
4 

1422
1 

1409
6 

1409
0 

1434
9 

1450
3 

10000
0 142404.77 160.04 1.424048 
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4 
1431
4 

1456
3 

1417
9 

1428
2 

1417
7 

1426
2 

1422
3 

10000
0 142863.99 159.72 1.428640 

5 
1425
7 

1413
9 

1450
9 

1427
4 

1422
4 

1421
8 

1437
9 

10000
0 141974.15 160.08 1.419742 

Tota
l 

7146
1 

7175
7 

7137
2 

7117
9 

7086
8 

7130
3 

7206
0 

50000
0 711281.34 160.02 1.422563 

1024 

1 
1408
0 

1424
1 

1439
4 

1430
9 

1439
4 

1414
1 

1444
1 

10000
0 331676.93 160.28 3.316769 

2 
1438
4 

1431
2 

1436
3 

1430
1 

1420
5 

1424
5 

1419
0 

10000
0 331787.52 159.72 3.317875 

3 
1431
4 

1443
1 

1415
0 

1424
5 

1457
8 

1420
0 

1408
2 

10000
0 331787.09 159.77 3.317871 

4 
1438
6 

1430
9 

1425
9 

1432
7 

1412
8 

1430
0 

1429
1 

10000
0 331857.19 159.86 3.318572 

5 
1419
2 

1430
0 

1415
0 

1434
2 

1436
1 

1432
4 

1433
1 

10000
0 331937.30 160.22 3.319373 

Tota
l 

7135
6 

7159
3 

7131
6 

7152
4 

7166
6 

7121
0 

7133
5 

50000
0 1659046 159.97 3.318092 
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Table 0-3 Time requirements for decryption process using Rijndael algorithm 

Decryption Process - AES-Rijndael 

Packet 
size 

(Bytes) 
Trial 
No. 

Key Length (bits) 

Total 

Total 
time 
(ms) 

Average 
time/Packet 

(ms) 821 892 252 

252 

1 0333 0003 0033 13333 13303 13333 

3 0032 0032 0013 13333 13133 13312 

0 0013 0001 0023 13333 11313 13133 

3 0333 0023 0031 13333 13033 13303 

2 0033 3033  0030 13333 11333 13131 

Total 82211 82225 82165 51111 21411 8.281 

582 

1 0332 0032 0333 13333 03113 03311 

3 0333 0133 0033 13333 02313 03231 

0 0303 0331 0032 13333 03133 03313 

3 0031 0330 0033 13333 03333 03333 

2 0333 0030 0003 13333 02333 03233 

Total 82516 82511 82169 51111 811821 6.212 

8124 

1 0033 0003 0333 13333 133333 133333 

3 0013 0031 0033 13333 133332 133330 

0 0033 0033 0033 13333 133133 133313 

3 0033 0333 0030 13333 133113 133311 

2 0032 0031 0003 13333 133333 133333 

Total 19821  82112 82519 51111 565928 81.181 

 

5.4. Conclusions and recommendations 

Conclusions 

1. The average time needed to extract/compose a key using the received key information 

is very small (0.006862 ms). 

2. The length of the master key does not affect the key extraction time; where the master 

key length does not add an overhead on the process except a negligible amount of 

time that is due to the management of more memory locations when the master key 

length is increased. 

3. The time needed to extract/compose a key is greater than the time needed to generate 

the key in the key selection algorithm. The extra overhead comes from converting the 
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4.  bits array of key information to their decimal equivalent values. Again this difference 

would not affect the overall process; since it is the average time for the total operation 

that is of concern to us, and should be kept to a minimum value. 

5. The average time needed to decrypt a packet in the proposed algorithm is much less 

than that of Rijndael algorithm. The ratio is about 1:10 for a packet of size 1024 

bytes. 

6. The average time needed to decrypt a packet in the proposed algorithm is relatively 

small and hence it is acceptable; It is around 3.2252 ms for a packet of size 1024 

bytes. While it is a round 10.718 ms in Rijndael algorithm for the same packet size 

which is considered to be big for this type of applications. 

7. The packet size affects the decryption time in both cases. In the proposed algorithm, 

if the packet size is doubled, then the average time needed to decrypt a packet is 

almost doubled too; this is expected since the process manipulates each bit of the 

data. In Rijndael algorithm, if the packet size is doubled, then the average time needed 

to decrypt a packet becomes three multiples.  

Recommendations 

1. Because of the conclusion in point 6 above, it is recommended to minimize the packet 

size in order to minimize the time needed for the decryption process; keeping in mind 

a trade off with the overhead that comes from the headers added to each packet. 

2. Since the known encryption algorithms require a significant amount of time as 

presented in points 4 and 5 of the above conclusions, it is recommended to apply a 

simple algorithm with minimum computations. 
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Evaluation of the security process 
6.1. Introduction 

Chapters 3, 4, and 5 introduced the required analysis of the implementation and the tests 

carried out for the different stages/steps of the overall security process: sender side (key 

selection, voice data encryption, and mixing key information into the encrypted data) and 

receiver side (separation of key information from the ciphered data, key extraction, and 

decryption of the ciphered data). As the goal of this research is an overall process, the 

average time needed for the overall process is of concern to us, and should be kept to a 

minimum value. In this chapter all steps of the security process are set together, the 

average time of the overall process in this approach is present, a comparison between the 

average time needed for total steps at the sender side and the average time needed for total 

steps at the receiver side is present too. The success of any security process depends on 

its strength, key management and distribution, and performance; therefore an in-depth 

analysis and evaluation of the preceding algorithms is presented in the third section of this 

chapter. The analysis shows that this approach is simple, strong, and need small amount 

of time; therefore it is strongly recommended to be used with VoIP. 

6.2. Time Requirements for the Overall Process 

Table 0-1 summaries the average time for the individual algorithms, subtotal time at 

sender and receiver sides, and the total time of the overall process; Table 0-2 shows 

the time needed for all operations at the sender side when executed as one algorithm; 

Table 0-3 shows the time needed for all operations at the receiver side when executed 

as one algorithm. Column charts in Figure 0-1 showing the relationship between the 

packet size and the average time for the total operations at both sender and receiver 

sides.  
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(a) 

 

(b) 

Figure 0-1 Average time /packet process at sender and receiver sides 

 
 

Table 0-1 Summary of time requirments for all individual security processes 

Time needed by variety processes for a voice packet Average 
time 
(ms) 
/Byte Process  

Packet Size 

(Bytes)  

Average time (ms) 

256 512 1024 

Key Selection / Key 0.002604 0.002604 0.002604 5.93E-06 

Encryption / Packet 0.307242 0.6000228 1.1868466 0.001177 

Mixing Data and Key 

Information / Packet 0.673148 1.3374431 2.6688977 0.002616 

Splitting Data and Key 

Information / Packet 0.183124 0.3643041 0.7272658 0.000712 

Key Extraction (Key) 0.006862 0.006862 0.006862 1.56E-05 

Decryption (Packet) 0.719835 1.4225627 3.3180921 0.002944 

Sub total (Sender Side) 0.982993 1.940070 3.858348 0.003799 

Sub total (Receiver Side) 0.909821 1.793729 4.052220 0.003672 

Total 1.892814 3.733798 7.910568 0.007471 

  

Average time / Packet processing at 

receiver side

0.000000

0.500000

1.000000

1.500000

2.000000

2.500000

3.000000
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Table 0-2 Time requirments for all processes at the sender side as one unit 

Processes at Sender Side19 

Pac
ket 
Len
gth 
(Byt
es) 

Tri
al 
No
. 

Key Length (bits) 

Tot
al 

Tot
al 

tim
e 

(ms
) 

Aver
age 
Key 
Len
gth 

(bits
) 

Avera
ge 

time/P
acket 
(ms) 64 96 

12
8 

16
0 

19
2 

22
4 

25
6 

256 

1 

14
26
4 

14
36
8 

14
17
4 

14
14
8 

14
34
6 

14
24
0 

14
46
0 

100
000 

992
33 

160.
16 

0.9923
30 

2 

14
25
8 

14
10
4 

14
43
6 

14
30
8 

14
27
0 

14
29
0 

14
33
4 

100
000 

993
03 

160.
14 

0.9930
30 

3 

14
22
1 

14
29
2 

14
23
1 

14
11
9 

14
36
8 

14
36
6 

14
40
3 

100
000 

989
73 

160.
27 

0.9897
30 

4 

14
40
2 

14
33
9 

14
26
4 

14
30
8 

14
25
7 

14
12
8 

14
30
2 

100
000 

992
23 

159.
77 

0.9922
30 

5 

14
15
7 

14
21
9 

14
33
8 

14
42
8 

14
22
6 

14
30
1 

14
33
1 

100
000 

991
93 

160.
18 

0.9919
30 

To
tal 

71
30
2 

71
32
2 

71
44
3 

71
31
1 

71
46
7 

71
32
5 

71
83
0 

500
000 

495
925 

160.
10 

0.9918
50 

512 

1 

14
54
4 

14
32
0 

14
12
9 

14
25
3 

14
05
3 

14
27
6 

14
42
5 

100
000 

195
731 

159.
83 

1.9573
10 

2 

14
25
9 

14
27
2 

14
31
2 

14
34
9 

14
35
9 

14
25
8 

14
19
1 

100
000 

195
350 

159.
94 

1.9535
00 

3 

14
40
4 

14
07
0 

14
26
5 

14
15
4 

14
42
5 

14
29
1 

14
39
1 

100
000 

196
572 

160.
18 

1.9657
20 

4 

14
14
0 

14
33
5 

14
29
2 

14
21
0 

14
12
0 

14
19
5 

14
70
8 

100
000 

195
631 

160.
40 

1.9563
10 

  

                                                 
19  The test has been applied using a master key of size 256 hexadecimal digits. 
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5 

142
62 

143
85 

143
38 

141
62 

142
86 

141
03 

144
64 

100
000 

1956
71 

160
.00 

1.956
710 

To
tal 

716
09 

713
82 

713
36 

711
28 

712
43 

711
23 

721
79 

500
000 

9789
55 

160
.07 

1.957
910 

10
24 

1 
141
97 

140
70 

144
80 

143
64 

143
22 

142
05 

143
62 

100
000 

3879
98 

160
.19 

3.879
980 

2 
142
91 

140
52 

143
34 

142
03 

146
06 

142
01 

143
13 

100
000 

3884
19 

160
.20 

3.884
190 

3 
143
27 

144
81 

141
21 

141
42 

142
58 

143
32 

143
39 

100
000 

3879
98 

159
.96 

3.879
980 

4 
143
05 

144
60 

141
50 

141
45 

143
92 

141
65 

143
83 

100
000 

3884
68 

159
.96 

3.884
680 

5 
142
61 

142
84 

143
74 

141
09 

142
52 

144
58 

142
62 

100
000 

3882
29 

160
.07 

3.882
290 

To
tal 

713
81 

713
47 

714
59 

709
63 

718
30 

713
61 

716
59 

500
000 

1941
112 

160
.08 

3.882
224 
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Table 0-3 Time requirements for all processes at the receiver side as one unit 

Processes at Receiver Side20 

Pac
ket 
Len
gth 
(Byt
es) 

Tri
al 
No
. 

Key Length (bits) 

Tot
al 

Tot
al 

tim
e 

(ms
) 

Aver
age 
Key 
Len
gth 

(bits
) 

Avera
ge 

time/P
acket 
(ms) 24 92 

82
1 

82
1 

89
2 

22
4 

25
2 

252 

1 

13
02
3 

13
02
3 

13
32
2 

13
33
3 

13
10
1 

13
33
1 

13
33
3 

133
333 

300
33 

1233
30 

333003
33 

3 

13
03
2 

13
03
3 

13
33
3 

13
33
0 

13
33
3 

13
03
2 

13
30
3 

133
333 

300
33 

1333
13 

333003
33 

0 

13
33
3 

13
00
3 

10
33
3 

13
30
0 

13
23
3 

13
03
3 

13
13
3 

133
333 

333
30  

1333
31 

333330
33 

3 

13
33
3 

10
33
3 

13
33
3 

13
30
3 

13
33
3 

13
23
3 

13
00
1 

133
333 

303
13 

1333
30 

333031
33 

2 

13
33
2 

13
13
3 

13
13
0 

13
03
3 

13
31
3 

13
33
3 

13
33
3 

133
333 

303
03 

1333
13 

333030
33 

To
tal 

18
65
1 

18
25
1 

11
14
1 

18
41
1 

18
28
6 

18
96
2 

18
51
9 

511
111 

422
211 

821.
82 

1.9625
41 

582 

1 

31
33
3 

13
03
3 

13
33
3 

13
33
3 

13
33
3 

13
31
3 

13
32
3 

133
333 

133
332 

1233
33 

133333
23 

3 

13
30
1 

13
33
3 

13
13
0 

13
33
0 

13
33
3 

13
02
1 

13
31
3 

133
333 

133
322 

1333
31 

133332
23 

0 

13
00
3 

13
12
3 

13
20
3 

13
33
3 

13
33
3 

13
32
2 

13
13
3 

133
333 

133
332 

1233
33 

133333
23 

3 

13
30
3 

13
13
1 

13
31
3 

13
03
3 

13
03
2 

13
03
3 

13
03
2 

133
333 

133
333 

1333
32 

133333
33 

2 

13
03
3 

13
13
3 

13
23
3 

13
33
3 

13
33
3 

13
13
3 

13
03
3 

133
333 

133
333 

1233
31 

133333
33 

  

                                                 
20  The test has been applied using a master key of size 256 hexadecimal digits. 



www.manaraa.com

116 
 

 
To
tal 

185
95 

188
85 

181
55 

186
42 

186
68 

186
61 

185
21 

511
111 

9221
46 

859
.99  

8.156
412 

81
24 

1 
133
23 

133
13 

130
10 

131
33 

131
33 

133
33 

133
03 

133
333  

0323
32 

133
332  

03323
323 

3 
130
33 

131
33 

133
33 

130
33 

133
30 

133
33 

131
31 

133
333 

0323
23 

123
333  

03323
233 

0 
133
23 

130
30 

131
30 

133
30 

133
33 

130
03 

133
23 

133
333 

0322
33 

123
330  

03322
333 

3 
131
33 

133
30 

133
33 

133
31 

133
33 

133
33 

131
33 

133
333 

0323
33 

123
330  

03323
333 

2 
130
33 

133
00 

133
33 

133
31 

133
33 

130
33 

133
33 

133
333 

0322
33 

123
333  

03322
333 

To
tal 

182
42 

186
91 

186
81 

184
21 

188
14 

121
61 

181
41 

511
111 

8121
629 

859
.95  

6.252
161 

 

6.3. Evaluation of the Security Process 

Assuming that:  

Number of users on the system is NU 

Length of master key for each user is MKL hexadecimal digits 

Number of key length categories is NOKLC 

Number of key segments categories is NOKSC 

Number of directions for key selection is NODFKS = 2 (LTR and RTL). 

Number of directions for key segment selection is NODFKSS = 2 (LTR and RTL). 

Number of key segment lengths categories is NOKSLC21. 

Number of possible keys that can be generated from each master key is NOPK. 

Total number of possible keys that can be generated from all master keys is TNOPK. 

Two possible scenarios for the location of master keys are: 

Scenario 1: they are stored on each client. 

Scenario 2: they are stored on the server only. 

For the first scenario and according to the above parameters, the number of possible keys  

  

                                                 
21  See Table 0-1. 
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that can be generated from any master key is computed by Equation 0.1. 

NOPK = MKL  NOKLC  NOKSC  NODFKS  NODFKSS  NOKSLC 

            = MKL  NOKLC  NOKSC  2  2  NOKSLC   …………... Equation 0.1 

While for the second scenario, the total number of possible keys that can be generated 

from all master keys should be computed; and hence, the number of users should be added 

to the parameters of Equation 0.1, so it becomes as given in Equation 0.2. 

TNOPK = NU  MKL  NOKLC  NOKSC  NODFKS  NODFKSS  NOKSLC 

              = NU  MKL  NOKLC  NOKSC  2  2  NOKSLC   …………. Equation 0.2 

This means that a hacker should try NOPK for the first scenario and TNOPK for the 

second scenario in order to identify a key of one packet. This is with the assumption that 

he has the key extracted correctly out of the transmitted data. 

Example 6.1: Assume that the values of the above parameters are as follows: 

NU = 100 users 

MKL = 256 hexadecimal digits 

NOKLC = 7 

NOKSC = 4 

NOKSLC = 4 

Then, Equation 0.1 deduces the following: 

NOPK = 256  7  4  2  2  4 = 114,688 keys 

And from Equation 0.2: 

TNOPK = 100  256  7  4  2  2  4 = 11,468,800 keys 

The above number can be increased by increasing any of the above parameters. As was 

mentioned earlier in the key selection section, the length of the master key doesn't add 

any significant amount of time on the key generation and the key extraction processes;  
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therefore it can be increased enough to increase the number of possible keys. It was also 

mentioned in the encryption process that the encryption and decryption algorithms work 

on keys of any size; therefore it is possible to increase the range of key size too in order 

to increase the number of possible keys. The same thing is also true for NU, NOKSC, and 

NOKSLC too. 

Example 6.2: Assuming that the values of the above parameters are as follows: 

NU = 1000 users 

MKL = 2048 hexadecimal digits 

NOKLC = 32 

NOKSC = 6 

NOKSLC = 4 

Then, from Equation 0.1 gives: 

NOPK = 2048  32  6  2  2  4 = 6,291,456 keys 

And from Equation 0.2 produces: 

TNOPK = 1000  2048  32  6  2  2  4 = 6,291,456,000 keys 

Voice packets carry few milliseconds of voice data (a maximum of 30 ms in the case of 

PCM). This means that if a single packet of voice data is decrypted by any mean by an 

unauthorized user it will be useless. For a hacker to get an understandable segment of 

speech, he needs at least t seconds of voice data. The minimum number of consecutive 

voice packets that should be decrypted correctly in order to get an understandable or 

useful data (NOPFUV) is given in Equation 0.3. 

NOPFUV = t  1000 / 30   

…………………………………………... 

Equation 0.3 
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Therefore; an unauthorized user must try a huge number of permutations (NOPER) to get 

any useful data. Equations 6.4 and 6.5 show this for the two given scenarios. 

Scenario 1: 

NOPER = (NOPK)CEILING(NOPFUV)   

…………………………………. 

Equation 0.4 

Scenario 2: 

NOPER = (TNOPK)CEILING(NOPFUV)   

……………………………….. 

Equation 0.5 

The total time (T) needed to try the NOPER given in Equations 6.4 and 6.5 above depends 

on the computer speed; if the computer system manipulates n permutations per unit of 

time; then the total time (T) is given by Equation 0.6.  

T = (NOPER/n) units of time   

……………………………………… 

Equation 0.6 

If it is assumed that 0.25 second creates an understandable segment of voice data, then 

Equations 6.3, 6.4, and 6.5 produce: 

NOPFUV = 0.25 1000 / 30 = 8.33 packets; ceiling(8.33) = 9. 

Scenario 1: 

NOPER = (NOPK)ceiling(8.33) = (NOPK)9 

Scenario 2: 

NOPER = (TNOPK)ceiling(8.33) = (TNOPK)9 

Table 0-4 illustrates the number of possible keys, number of permutations needed to 

identify a voice segment using brute-force attack, and the time needed in years to identify 

a voice segment by an unauthorized user for variety of factor combinations. Table 0-5 

illustrates the same for the second scenario. These facts are shown in Figures 6-2, 6-3, 
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 and 6-4; each figure has two column charts: one for each of the two scenarios. A direct 

relationship is very clear between the number of possible keys and different factors as 

shown in Figure 0-2; also a direct relationship is very clear too between the number of 

permutations and different factors as shown in Figure 0-3; the same is also true for the 

required time needed to identify a voice message using brute-force attack as shown in 

Figure 0-4. 

Table 0-4 Time complexity of the security system for scenario 1 

System security - Time complexity 

M
K

L
 

N
O

K
L

C
 

N
O

K
S

C
 

N
O

K
S

L
C

 

NOPK22 NOPER23 

Time (years) 

1 Permut./s 

10,000,000 

Permut./s 

256 

1 

1 
1 1024 1.24E+27 3.93E+13 3.93E+06 

4 4096 3.25E+32 1.03E+19 1.03E+12 

5 
1 5120 2.42E+33 7.67E+19 7.67E+12 

4 20480 6.34E+38 2.01E+25 2.01E+18 

8 

1 
1 8192 1.66E+35 5.27E+21 5.27E+14 

4 32768 4.36E+40 1.38E+27 1.38E+20 

5 
1 40960 3.25E+41 1.03E+28 1.03E+21 

4 163840 8.51E+46 2.70E+33 2.70E+26 

32 

1 
1 32768 4.36E+40 1.38E+27 1.38E+20 

4 131072 1.14E+46 3.62E+32 3.62E+25 

5 
1 163840 8.51E+46 2.70E+33 2.70E+26 

4 655360 2.23E+52 7.07E+38 7.07E+31 

512 

1 

1 
1 2048 6.34E+29 2.01E+16 2.01E+09 

4 8192 1.66E+35 5.27E+21 5.27E+14 

5 
1 10240 1.24E+36 3.93E+22 3.93E+15 

4 40960 3.25E+41 1.03E+28 1.03E+21 

8 

1 
1 16384 8.51E+37 2.70E+24 2.70E+17 

4 65536 2.23E+43 7.07E+29 7.07E+22 

5 
1 81920 1.66E+44 5.27E+30 5.27E+23 

4 327680 4.36E+49 1.38E+36 1.38E+29 

32 

1 
1 65536 2.23E+43 7.07E+29 7.07E+22 

4 262144 5.85E+48 1.85E+35 1.85E+28 

5 
1 327680 4.36E+49 1.38E+36 1.38E+29 

4 1E+06 1.14E+55 3.62E+41 3.62E+34 

1024 1 

1 
1 4096 3.25E+32 1.03E+19 1.03E+12 

4 16384 8.51E+37 2.70E+24 2.70E+17 

5 
1 20480 6.34E+38 2.01E+25 2.01E+18 

4 81920 1.66E+44 5.27E+30 5.27E+23 

                                                 
22  See Equation 0.1 
23  See Equation 0.4 
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8 

1 
1 32768 4.36E+40 1.38E+27 1.38E+20 

4 131072 1.14E+46 3.62E+32 3.62E+25 

5 
1 163840 8.51E+46 2.70E+33 2.70E+26 

4 655360 2.23E+52 7.07E+38 7.07E+31 

32 

1 
1 131072 1.14E+46 3.62E+32 3.62E+25 

4 524288 2.99E+51 9.49E+37 9.49E+30 

5 
1 655360 2.23E+52 7.07E+38 7.07E+31 

4 3E+06 5.85E+57 1.85E+44 1.85E+37 

 

Table 0-5 Time complexity of the security system for scenario 2 

System security - Time complexity 

N
U

 

M
K

L
 

N
O

K
L

C
 

N
O

K
S

C
 

N
O

K
S

L
C

 

TNOPK24 NOPER25 

Time (years) 

1 

Permut./s 

10,000,000 

Permut./s 

100 

256 

1 

1 
1 1.02E+05 1.24E+45 3.93E+31 3.93E+24 

4 4.10E+05 3.25E+50 1.03E+37 1.03E+30 

5 
1 5.12E+05 2.42E+51 7.67E+37 7.67E+30 

4 2.05E+06 6.34E+56 2.01E+43 2.01E+36 

8 

1 
1 8.19E+05 1.66E+53 5.27E+39 5.27E+32 

4 3.28E+06 4.36E+58 1.38E+45 1.38E+38 

5 
1 4.10E+06 3.25E+59 1.03E+46 1.03E+39 

4 1.64E+07 8.51E+64 2.70E+51 2.70E+44 

32 

1 
1 3.28E+06 4.36E+58 1.38E+45 1.38E+38 

4 1.31E+07 1.14E+64 3.62E+50 3.62E+43 

5 
1 1.64E+07 8.51E+64 2.70E+51 2.70E+44 

4 6.55E+07 2.23E+70 7.07E+56 7.07E+49 

512 

1 

1 
1 2.05E+05 6.34E+47 2.01E+34 2.01E+27 

4 8.19E+05 1.66E+53 5.27E+39 5.27E+32 

5 
1 1.02E+06 1.24E+54 3.93E+40 3.93E+33 

4 4.10E+06 3.25E+59 1.03E+46 1.03E+39 

8 

1 
1 1.64E+06 8.51E+55 2.70E+42 2.70E+35 

4 6.55E+06 2.23E+61 7.07E+47 7.07E+40 

5 
1 8.19E+06 1.66E+62 5.27E+48 5.27E+41 

4 3.28E+07 4.36E+67 1.38E+54 1.38E+47 

32 

1 
1 6.55E+06 2.23E+61 7.07E+47 7.07E+40 

4 2.62E+07 5.85E+66 1.85E+53 1.85E+46 

5 
1 3.28E+07 4.36E+67 1.38E+54 1.38E+47 

4 1.31E+08 1.14E+73 3.62E+59 3.62E+52 

1024 

1 

1 
1 4.10E+05 3.25E+50 1.03E+37 1.03E+30 

4 1.64E+06 8.51E+55 2.70E+42 2.70E+35 

5 
1 2.05E+06 6.34E+56 2.01E+43 2.01E+36 

4 8.19E+06 1.66E+62 5.27E+48 5.27E+41 

8 1 
1 3.28E+06 4.36E+58 1.38E+45 1.38E+38 

4 1.31E+07 1.14E+64 3.62E+50 3.62E+43 

                                                 
24  See Equation 0.2 
25  See Equation 0.5 
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5 
1 1.64E+07 8.51E+64 2.70E+51 2.70E+44 

4 6.55E+07 2.23E+70 7.07E+56 7.07E+49 

32 

1 
1 1.31E+07 1.14E+64 3.62E+50 3.62E+43 

4 5.24E+07 2.99E+69 9.49E+55 9.49E+48 

5 
1 6.55E+07 2.23E+70 7.07E+56 7.07E+49 

4 2.62E+08 5.85E+75 1.85E+62 1.85E+55 
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N
U

 

M
K

L
 

N
O

K
L

C
 

N
O

K
S

C
 

N
O

K
S

L
C

 

NOPK NOPER 

Time (years) 

1 Permut./s 

10,000,000 

Permut./s 

1000 

256 

1 

1 
1 1.02E+06 1.24E+54 3.93E+40 3.93E+33 

4 4.10E+06 3.25E+59 1.03E+46 1.03E+39 

5 
1 5.12E+06 2.42E+60 7.67E+46 7.67E+39 

4 2.05E+07 6.34E+65 2.01E+52 2.01E+45 

8 

1 
1 8.19E+06 1.66E+62 5.27E+48 5.27E+41 

4 3.28E+07 4.36E+67 1.38E+54 1.38E+47 

5 
1 4.10E+07 3.25E+68 1.03E+55 1.03E+48 

4 1.64E+08 8.51E+73 2.70E+60 2.70E+53 

32 

1 
1 3.28E+07 4.36E+67 1.38E+54 1.38E+47 

4 1.31E+08 1.14E+73 3.62E+59 3.62E+52 

5 
1 1.64E+08 8.51E+73 2.70E+60 2.70E+53 

4 6.55E+08 2.23E+79 7.07E+65 7.07E+58 

512 

1 

1 
1 2.05E+06 6.34E+56 2.01E+43 2.01E+36 

4 8.19E+06 1.66E+62 5.27E+48 5.27E+41 

5 
1 1.02E+07 1.24E+63 3.93E+49 3.93E+42 

4 4.10E+07 3.25E+68 1.03E+55 1.03E+48 

8 

1 
1 1.64E+07 8.51E+64 2.70E+51 2.70E+44 

4 6.55E+07 2.23E+70 7.07E+56 7.07E+49 

5 
1 8.19E+07 1.66E+71 5.27E+57 5.27E+50 

4 3.28E+08 4.36E+76 1.38E+63 1.38E+56 

32 

1 
1 6.55E+07 2.23E+70 7.07E+56 7.07E+49 

4 2.62E+08 5.85E+75 1.85E+62 1.85E+55 

5 
1 3.28E+08 4.36E+76 1.38E+63 1.38E+56 

4 1.31E+09 1.14E+82 3.62E+68 3.62E+61 

1024 

1 

1 
1 4.10E+06 3.25E+59 1.03E+46 1.03E+39 

4 1.64E+07 8.51E+64 2.70E+51 2.70E+44 

5 
1 2.05E+07 6.34E+65 2.01E+52 2.01E+45 

4 8.19E+07 1.66E+71 5.27E+57 5.27E+50 

8 

1 
1 3.28E+07 4.36E+67 1.38E+54 1.38E+47 

4 1.31E+08 1.14E+73 3.62E+59 3.62E+52 

5 
1 1.64E+08 8.51E+73 2.70E+60 2.70E+53 

4 6.55E+08 2.23E+79 7.07E+65 7.07E+58 

32 

1 
1 1.31E+08 1.14E+73 3.62E+59 3.62E+52 

4 5.24E+08 2.99E+78 9.49E+64 9.49E+57 

5 
1 6.55E+08 2.23E+79 7.07E+65 7.07E+58 

4 2.62E+09 5.85E+84 1.85E+71 1.85E+64 
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Figure 0-2 Number of possible keys that can be generated from master key(s) for two scenarios 

  

Number of possible keys against variety of factors 

(SENARIO  1)

1.E+03

1.E+04

1.E+05

1.E+06

1.E+07

N
O

K
S

L
C

 

1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4

NOKSC 1 5 1 5 1 5 1 5 1 5 1 5

NOKLC 1 8 32 1 8 32

MKL 256 512

Factors

#
 o

f 
p

o
s

s
ib

le
 k

e
y

s

Total number of possible keys against variety of factors 

(SENARIO 2 )

1.E+05

1.E+06

1.E+07

1.E+08

1.E+09

1.E+10

N
O

K
S

L
C

 

1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4 1 4

NOKSC1 5 1 5 1 5 1 5 1 5 1 5 1 5 1 5 1 5 1 5 1 5 1 5

NOKLC1 8 32 1 8 32 1 8 32 1 8 32

MKL 256 512 256 512

NU 100 1000

Factors

T
o

ta
l 

# 
o

f 
p

o
ss

ib
le

 k
ey

s



www.manaraa.com

125 
 

 

 
Figure 0-3 Number of permutations required to identify a voice segment using brute-force attack 
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Figure 0-4 Time needed from an unauthorized user to identify a voice segment in two scenarios s.t. 

a computer processes 10,000,000 permutations/microsecond 
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6.4 VoIP Delay Budget 

This section includes some examples that illustrate the end-to-end delay budget of voice 

application for various network configurations. The end-to-end delay is the summation of 

the fixed and variable delays that were discussed in chapter two. The network designer 

should take these delays into account. Security process delay that was computed in the 

preceding chapters should be added to the delay budget. In this research, it is found – as 

shown in Table 0-1 - that the average time needed for the security processes per byte of 

the voice data is around 0.00747 ms; this value will be used in the coming calculations of 

the security delay.  

Table 0-6 illustrates security processes delay for a variety of voice codecs with the 

assumption that 30 ms of voice data is processed.  There exists a direct relationship 

between the codec data rate and the time required to carry out the security process on its 

data as shown in Figure 0-5. It is clear from 

  

Vocoder Data 

rate (kbps) 

30 ms voice data 

Frame Size 

(bits) 

Security process 

delay (ms) 
Coder Reference 

PCM G.711 64 1920 1.7928 

ADPCM G.726 40 1200 1.1205 

ADPCM G.726 32 960 0.8964 

ADPCM G.726 24 720 0.6723 

ADPCM G.726 16 480 0.4482 

CS-ACELP G.729AB 8 240 0.2241 

MP-MLQ G.723.1m 6.3 189 0.176479 

ACELP G.723.1a 5.3 159 0.148466 
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Table 0-6 that the time required to carry out the security process is small even with the 

PCM coder which does not do compression. Other codecs have less delay values but they 

have much greater values for codec delays as illustrated in Table 0-5. In order to decide 

which codec is better to be used, all delay sources should be considered together. There 

is no single choice that is suitable for all applications/environments.  

Vocoder Data 

rate (kbps) 

30 ms voice data 

Frame Size 

(bits) 

Security process 

delay (ms) 
Coder Reference 

PCM G.711 64 1920 1.7928 

ADPCM G.726 40 1200 1.1205 

ADPCM G.726 32 960 0.8964 

ADPCM G.726 24 720 0.6723 

ADPCM G.726 16 480 0.4482 

CS-ACELP G.729AB 8 240 0.2241 

MP-MLQ G.723.1m 6.3 189 0.176479 

ACELP G.723.1a 5.3 159 0.148466 
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Table 0-6 Security process delay of 30 ms voice data  for variety codecs 

 

 

Figure 0-5 Delay caused by security process for variety of codecs 

 

It is necessary to add headers overhead to the packet size for any delay computation; this 

is true whenever the packet size is a factor of the computational formula. Table 0-7 

illustrates packet size and its overhead for a variety voice codecs. An inverse relationship 

exists between voice data size and the headers overhead as shown in Figure 0-6. Headers 

overhead exceeds 200% of the data size as coder data rate becomes 8 kbps or less. The 

column chart in Figure 0-7 shows a comparison between packet size and its header 

overhead for a variety of codecs.  

                                                 
26  Data Rate(kbps)  30 
27  Size(bits) / 8  0.00747 ms 
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Frame Size 
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Security process 

delay (ms)27 
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PCM G.711 64 1920 1.7928 

ADPCM G.726 40 1200 1.1205 

ADPCM G.726 32 960 0.8964 

ADPCM G.726 24 720 0.6723 

ADPCM G.726 16 480 0.4482 

CS-ACELP G.729AB 8 240 0.2241 

MP-MLQ G.723.1m 6.3 189 0.176479 

ACELP G.723.1a 5.3 159 0.148466 
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Table 0-7 Voice packet size and header overhead 

Vocoder 

Data 

rate (kbps) 

30 ms voice packet 

Frame 

Size 

(bits) 

Header 

overhead 

(bits)28 

Total 
packet 

size 
(bits)29 

header 
tax30 Coder Reference 

PCM G.711 64 1920 488 2408 25.4% 

ADPCM G.726 40 1200 488 1688 40.7% 

ADPCM G.726 32 960 488 1448 50.8% 

ADPCM G.726 24 720 488 1208 67.8% 

ADPCM G.726 16 480 488 968 101.7% 

CS-ACELP G.729AB 8 240 488 728 203.3% 

MP-MLQ G.723.1m 6.3 189 488 677 258.2% 

ACELP G.723.1a 5.3 159 488 647 306.9% 

 

 
Figure 0-6 Header tax against data rate for variety of codecs 

 

 
Figure 0-7 Comparison between voice packet size and headers overhead for variety of codecs 

  

                                                 
28  Header (RTP/UDP/IP: 40 bytes, Ethernet: 18 bytes, Key management: 3 bytes). 
29  Frame size + Header overhead. 
30  Header overhead / Frame size  100 
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The following examples illustrate the delay budget for different network configurations: 

Example 6.3: LAN of building 2 at Amman Arab University for Graduate Studies. 

Type: Fast Ethernet. 

Speed: 100 Mbps. 

In the case of LAN, there is no network delay since there is no router in the path of the 

packet; instead there is a collision that may reduce the actual bandwidth to about 33% of 

its full capacity; this may happen if the maximum number of terminals and repeaters is 

installed; in practice this rarely exists and therefore in most of the cases the bandwidth is 

about 70 – 80% of its full capacity. Table 0-8 illustrates the delay budget of variety codecs 

on this network for both the best and worst bandwidth utilization. It is clear from the 

estimated values in the table that any codec can be used on this configuration since none 

of them exceeds the end-to-end delay threshold; it is also clear that G.711 and G.726 

introduced the minimum delay; therefore G.711 which has no compression is 

recommended to be used in this case. 

Example 6.4: LAN-to-LAN, a link between the two campuses of Amman Arab 

University for Graduate Studies. 

Type: Fast Ethernet at each campus (100 Mbps). 

Link speed: 512 kbps. 

In this case there are two routers on the path (one at each campus). The UDP transport 

layer of the TCP/IP suite is suitable to be used for messages transfer between the two 

campuses. The UDP is selected rather than the TCP because there is no need to retransmit 

any lost packets since an individual packet carries only few voice data (almost 30 ms of 

voice data) and therefore there is no effect of loosing one or two packets; also the 

retransmission of the lost packets affects the synchronization between the two 
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 participants. To be fair, if burst packets are lost, then the quality of voice will be affected. 

Table 0-9 illustrates the delay budget of variety codecs on this network. Again the delay 

of the codecs PCM, ADPCM (all its variations), and CS-ACELP are within the toll quality 

area of Figure 0-1; while the delay of the codecs MP-MLQ and ACELP are within the 

good area of the same figure. Therefore all codecs can be used on this configuration since 

none of them exceeds the end-to-end delay standard recommendations. 

Example 6.5:  National network. 

Number of routers: 3. 

Link speed: 2 Mbps. 

Distance: up to 1000 km 

This example illustrates the end-to-end delay of voice messenger on WAN with three 

routers as expected for most of the national WAN configurations. The estimation delays 

of this configuration are shown in Table 0-10. In fact all mentioned codecs achieve toll or 

good quality over national WANs as it is shown in Table 0-11 and Figure 0-8. None of 

these delays exceed the end-to-end delay of the standard recommendations; therefore any 

of them can be used in this situation.  
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Table 0-8: End-to-end delay of voice packet on fast Ethernet for a variety of codecs. 
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o

d
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d
e
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S
e
c
u

ri
ty

 

S
e
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a
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z
a
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o
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g

a
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S
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Q
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N
e
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o
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S
u

b
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o
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Code

r 

Refe

rence 
1
0
0
 M

b
p

s
 

PCM G.71

1 24
08 

30.
125 

15.0
625 

1.7
928 

0.0
241 

0.
00
6 

47.0
10 

0.0
753 0 

0.07
528 

47.0
857 

ADP

CM 

G.72

6 16
88 

30.
125 

15.0
625 

1.7
928 

0.0
169 

0.
00
6 

47.0
03 

0.0
681 0 

0.06
808 

47.0
713 

ADP

CM 

G.72

6 14
48 

30.
125 

15.0
625 

1.7
928 

0.0
145 

0.
00
6 

47.0
01 

0.0
657 0 

0.06
568 

47.0
665 

ADP

CM 

G.72

6 12
08 

30.
125 

15.0
625 

1.7
928 

0.0
121 

0.
00
6 

46.9
98 

0.0
633 0 

0.06
328 

47.0
617 

ADP

CM 

G.72

6 96
8 

30.
125 

15.0
625 

1.7
928 

0.0
097 

0.
00
6 

46.9
96 

0.0
609 0 

0.06
088 

47.0
569 

CS-

ACEL

P 

G.72

9AB 72
8 

45.
000 

22.5
000 

1.7
928 

0.0
073 

0.
00
6 

69.3
06 

0.0
585 0 

0.05
848 

69.3
646 

  

                                                 
31  Decoder delay is assumed to be 1/2 of the coder delay [Kostas et al, 1998]. 
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MP-

MLQ 

G.72

3.1m 67
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67.
500 

33.7
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0.0
068 

0.
00
6 

103.
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0.0
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1135 
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7 
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500 

33.7
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0.0
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b
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P 
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8 
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1.7
928 

0.0
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0.
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6 
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21 

0.1
772 0 

0.17
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MLQ 
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3.1m 67
7 
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1.7
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0.
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0.1
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0.17
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103.
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ACEL

P 

G.72

3.1a 64
7 

67.
500 

33.7
500 

1.7
928 

0.0
196 

0.
00
6 

103.
068 

0.1
748 0 

0.17
476 

103.
2432 

 
Table 0-9 LAN-to-LAN end-to-end delay of voice packet for a variety of codecs 

 

Voice end-to-end delay (ms) on LAN-to-LAN with 512 kbps link and <5 km distance 
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S
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Coder Reference 

PCM G.711 2408 30.125 15.0625 1.7928 4.703 0.03 51.713 14.7031 19.406 34.1094 85.8228 

ADPCM G.726 1688 30.125 15.0625 1.7928 3.297 0.03 50.307 13.2969 16.594 29.8906 80.1978 

ADPCM G.726 1448 30.125 15.0625 1.7928 2.828 0.03 49.838 12.8281 15.656 28.4844 78.3228 

ADPCM G.726 1208 30.125 15.0625 1.7928 2.359 0.03 49.370 12.3594 14.719 27.0781 76.4478 

ADPCM G.726 968 30.125 15.0625 1.7928 1.891 0.03 48.901 11.8906 13.781 25.6719 74.5728 

CS-

ACELP 

G.729AB 

728 45.000 22.5000 1.7928 1.422 0.03 70.745 11.4219 12.844 24.2656 95.0103 

MP-

MLQ 

G.723.1m 

677 67.500 33.7500 1.7928 1.322 0.03 104.395 11.3223 12.645 23.9668 128.3619 

ACELP G.723.1a 647 67.500 33.7500 1.7928 1.264 0.03 104.336 11.2637 12.527 23.7910 128.1275 
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Table 0-10 National WAN end-to-end delay of voice packet for variety codecs 

Voice end-to-end delay (ms) on WAN with 3 routers, 2 Mbps link, and <1000 km distance 
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Coder Reference 

PCM G.711 2408 30.125 15.0625 1.7928 1.204 6.0 54.184 3.764 9.936 13.700 67.884 

ADPCM G.726 1688 30.125 15.0625 1.7928 0.844 6.0 53.824 3.404 8.496 11.900 65.724 

ADPCM G.726 1448 30.125 15.0625 1.7928 0.724 6.0 53.704 3.284 8.016 11.300 65.004 

ADPCM G.726 1208 30.125 15.0625 1.7928 0.604 6.0 53.584 3.164 7.536 10.700 64.284 

ADPCM G.726 968 30.125 15.0625 1.7928 0.484 6.0 53.464 3.044 7.056 10.100 63.564 

CS-ACELP G.729AB 728 45.000 22.5000 1.7928 0.364 6.0 75.657 2.924 6.576 9.500 85.157 

MP-MLQ G.723.1m 677 67.500 33.7500 1.7928 0.339 6.0 109.381 2.899 6.474 9.373 118.754 

ACELP G.723.1a 647 67.500 33.7500 1.7928 0.324 6.0 109.366 2.884 6.414 9.298 118.664 
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Table 0-11 End-to-end delay (ms) over national WANs against number of routers for variety codecs 

Vocoder # of routers 

Coder Reference 3 5 7 9 

PCM G.711 67.88 77.82 87.76 97.69 

ADPCM G.726 65.72 74.22 82.72 91.21 

ADPCM G.726 65.00 73.02 81.04 89.05 

ADPCM G.726 64.28 71.82 79.36 86.89 

ADPCM G.726 63.56 70.62 77.68 84.73 

CS-ACELP G.729AB 85.16 91.73 98.31 104.88 

MP-MLQ G.723.1m 118.75 125.23 131.70 138.18 

ACELP G.723.1a 118.66 125.08 131.49 137.91 

 

 

Figure 0-8 End-to-end delay over national WANs against number of routers for variety codecs 

Example 6.6: Internet. 

Number of routers: 15. 

Link speed: 2 Mbps. 

Distance: up to half of the earth circumference (13000 km) 

This example illustrates the end-to-end delay of voice messenger on the internet with 
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 fifteen routers as the maximum allowed number of routers to be in this configuration. The 

estimation delays of this configuration are shown in Table 0-12. It is clear that none of these codec 

delays is within the toll or good quality; but it is potentially useful. Therefore they can be used but 

with less quality especially the PCM, ADPCM, and CS-ACELP where their delays are less than 

200 ms. Keep in mind that this is the worst case where it is assumed that the distance between the 

two participants are half of the earth circumference (i.e. 78 ms propagation time); also it is 

assumed that the maximum possible number of routers of any path (i.e. 15 routers) are setting on 

the path of the voice packet and this is rare to happen in the real life. 

Table 0-13 and Figure 0-9 summarize the delay budget of voice messenger for a variety codecs 

on the globe with different number of routers on the message path. The shaded delays in the table 

are less than the standard limit (150 ms); all delays are bigger than this limit when the number of 

routers becomes seven or more. The delays in the table are subject to be changed –increased or 

decreased- depending on the queuing delays across the path since the given delays are computed 

for specific assumptions. It is clear that the delay increases as the number of routers increases. The 

delays of MP-MLQ and ACELP are always bigger than the delays of the other codecs; this is due 

to the high processing delays of these codecs. Table 0-14 illustrates the same data in more details 

where the fixed, queuing, network, and total delays are shown. 

The problem can be solved or the delay can be minimized by keeping the number of routers as 

minimum as possible, increasing the link speed, and employing a queuing delay that minimizes 

the queuing time of the voice packets.  
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Table 0-12 Internet end-to-end delay of voice packet for variety codecs 

Voice end-to-end delay (ms) on WAN with 15 routers and 2 Mbps 
link through the global 

Vocoder 
Pac
ket 
size 
(bit
s) 

Fixed Delay (ms) 
Variable Delay 

(ms) 
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e
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y
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m
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ty
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Coder 

Refer

ence 

PCM G.711 240
8 

30.
125 

15.0
625 

1.7
928 

1.2
04 

78
.0 

126.
184 

3.7
64 

69.
552 

73.
316 

199.
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ADPC

M 
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8 
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125 
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1.7
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0.8
44 
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M 
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8 
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04 
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000 

1.7
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64 
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46.
032 
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381 
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318 
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217 
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598 
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24 
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366 
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782 
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Table 0-13 End-to-end delay over the globe against number of routers for variety codecs 

End-to-end delay (ms) 

Vocoder # of routers 

 Coder  Reference 3 5 6 11 15 

PCM G.711 139.88 149.82 154.79 179.63 199.50 

ADPCM G.726 137.72 146.22 150.47 171.71 188.70 

ADPCM G.726 137.00 145.02 149.03 169.07 185.10 

ADPCM G.726 136.28 143.82 147.59 166.43 181.50 

ADPCM G.726 135.56 142.62 146.15 163.79 177.90 

CS-ACELP G.729AB 157.16 163.73 167.02 183.46 196.61 

MP-MLQ G.723.1m 190.75 197.23 200.46 216.65 229.60 

ACELP G.723.1a 190.66 197.08 200.28 216.32 229.15 

 

 

Figure 0-9 End-to-end delay against number of routers for variety codecs 

 

  

100

120

140

160

180

200

220

240

G
.7

1
1

G
.7

2
6

G
.7

2
6

G
.7

2
6

G
.7

2
6

G
.7

2
9
A

B

G
.7

2
3
.1

m

G
.7

2
3
.1

a

PCM ADPCM ADPCM ADPCM ADPCM CS-

ACELP

MP-MLQ ACELP

Codec

D
e

la
y

 (
m

s
)

3 5 6 11 15



www.manaraa.com

 

135 

 

Table 0-14 End-to-end delay of voice packet for variety codecs against # of routers 

Voice end-to-end delay (ms) on WAN with variety number of routers and 
2 Mbps link through the global for variety codecs 

Coder Reference 

# of 
routers 

Fixed 
delays 
(ms) 

Variable delays (ms) Total 
Delay 
(ms) 

Queuing 
delay 

Network 
delay 

PCM G.711 

3 

126.18 3.76 

9.94 139.88 

5 19.87 149.82 

6 24.84 154.79 

11 49.68 179.63 

15 69.55 199.50 

ADPCM G.726 

3 

125.82 3.40 

8.50 137.72 

5 16.99 146.22 

6 21.24 150.47 

11 42.48 171.71 

15 59.47 188.70 

ADPCM G.726 

3 

125.70 3.28 

8.02 137.00 

5 16.03 145.02 

6 20.04 149.03 

11 40.08 169.07 

15 56.11 185.10 

ADPCM G.726 

3 

125.58 3.16 

7.54 136.28 

5 15.07 143.82 

6 18.84 147.59 

11 37.68 166.43 

15 52.75 181.50 

ADPCM G.726 

3 

125.46 3.04 

7.06 135.56 

5 14.11 142.62 

6 17.64 146.15 

11 35.28 163.79 

15 49.39 177.90 

CS-

ACELP 
G.729AB 

3 

147.66 2.92 

6.58 157.16 

5 13.15 163.73 

6 16.44 167.02 

11 32.88 183.46 

15 46.03 196.61 

MP-

MLQ 
G.723.1m 

3 

181.38 2.90 

6.47 190.75 

5 12.95 197.23 

6 16.19 200.46 

11 32.37 216.65 

15 45.32 229.60 

ACELP G.723.1a 

3 

181.37 2.88 

6.41 190.66 

5 12.83 197.08 

6 16.04 200.28 

11 32.07 216.32 

15 44.90 229.15 
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6.5. Conclusions and recommendations 

Conclusions: 

1. There exists a direct relationship between the packet size and the average time 

required to carry out the overall security process at both sides (sender and receiver). 

If the packet size is doubled, then the time is almost doubled too. 

2. The average time required at the sender side is a little bit larger than the average time 

required at the receiver side. The relationship between this difference in time and the 

packet size is a direct relationship. This difference in time is negligible because it is 

small (about .06 ms with 256 bytes packet). This difference exists because the 

algorithms are tested separately, and the randomness selection of keys is an important 

factor that affects the results. Even, if there exist a small amount of time as a difference 

between the time used at the sender side and the time used at the receiver side, it 

would not affect the voice data since the receiver processes each packet as it is arrive; 

If there still exists a difference in time between the sender and the receiver, the de-

jitter buffers at the receiver side solve this problem.  

3. The average time used at both sides in this approach is very small compared to the 

average time used by known algorithms (see Tables 6-2 and 6-3). 

4. The proposed algorithm produces a huge number of possible keys; this number grows 

quickly as values of the different factors increased; e.g. there are 3106 different 

possible keys with the following parameters: (MKL: 1024, NOKL: 32, NOKSC: 5, 

and NOKSLC: 4); In the second scenario this number becomes 3108 if there are 100 

users and 3109 with 1000 users. 

5. The time required for any unauthorized user to identify a voice message using brute-

force attack is very big as this illustrated in Tables 6-4 and 6-5 even if it is assumed  
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6. that half of the permutations is enough on average to reach the goal. 

7. Any of the mentioned codecs in this chapter can be used in PC-to-PC telephony 

application over fast Ethernet LAN with toll quality service. 

8. Any of the mentioned codecs with the given assumptions in this chapter can be used 

in PC-to-PC telephony application over national WANs (i.e. up to 5 km distance and 

up to 9 routers between the two parties) with toll or good quality service. 

9. PCM and ADPCM keep the end-to-end delay of voice messages below the standard 

recommendations over the globe if the number of routers in the path is less than seven 

routers. At the same time all of the mentioned codecs achieve a potentially useful 

quality service (less than 250 ms delay) over the globe even with the maximum 

number of routers on the path (i.e. 15 routers). This is true with the given assumptions 

for the link speed and the queuing delays. 

Recommendations: 

1. Because of the facts presented in points 1 and 2 above, it is recommended to keep the 

packet size small enough in order to minimize the required time for the overall 

process, keeping in mind that reducing the packet size adds overhead on the 

transmission process which is due to the packet headers and that there is a trade off 

between processing time and headers overhead. A final recommendation on the 

best/suitable packet size is introduced in chapter seven where all latencies/delays 

including data transmission and network queuing were put together. 

2. It is recommended to enlarge the master key length as it does not affect the amount 

of time needed to carry out the security processes. 
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3. It is also recommended to use a large range of key length since the proposed algorithm 

runs using keys of any length. 

4. It is also recommended to increase the values of the rest factors since they do not add 

any significant amount of time to the time required by the security processes. 

5. The proposed algorithm can be used to secure VoIP since it does not add much time 

to the delays that VoIP suffers. 

6. It is recommended to use the PCM coder over the LANs, LAN-to-LAN, and national 

WANs since it hasn't any kind of compression and gives the best voice quality. Other 

codecs can be used too. 

7. It is recommended to use the variations of the ADPCM codecs over the international 

calls since they achieve the minimal delays and at the same time produce a good voice 

quality. 

8. It is recommended to avoid using the MP-MLQ and ACLEP codecs in this kind of 

applications because of their high processing delays and high overhead penalty; and 

hence high delays. 
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System Prototype "Design and Implementation" 
7.1. Introduction 

This chapter introduces and describes the practical aspect of this research. Figure 0-1 

shows a block diagram of the proposed technique. Even though most of the algorithms 

have been described in the preceding chapters; the system architecture including database 

design, user interface, and some other algorithms are presented here. 

The system consists of a server and a set of clients. The server is responsible for 

organizing and managing the users' information, and distributing the updated information 

to the clients whenever it is updated; it keeps track of the active users and update the 

database whenever a user logs in or logs out. Each client maintains a database that 

includes information about the users which is necessary to be used during the 

conversations. This architecture is shown in Figure 0-2. 

Receiver sideSender side

Voice

coding

Encryption

Key

generation/

selection

Key

management/

distribution

Voice

decoding

Decryption

Key

extraction/

composition

Identifying key

info. from

ciphered data

Figure 0-1: A block diagram of the proposed technique 
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Server

Clint 1
Client 2

Client n

ServerDB

ClientDB
ClientDB

ClientDB

Network

 

Figure 0-2 System architecture 

 

7.2. Databases 

The system requires building of two databases: a server database, which is to be located 

on the server, stores all information needed to manage and control the system and a client 

database, which is to be located on the client machine, stores the users' master keys and 

temporary information about the user hot list. Details of both databases are available in 

the coming sections. 

7.2.1. Server DB 

This database is to be located on the server and managed by the system administrator. It 

is accessible by all users. 
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7.2.1.1. ERM 

 

 

Figure 0-3 : ERM of the ServerDB 

7.2.1.2. Database Tables 

Table 0-1 Users database table description in serverDB 

tblUser: Contains the information needed for the encryption/decryption 

processes. Its records are generated through the algorithm "Create users" in the 

basis of one record per user. 

Field Name Data type Size Description 

UserID Numeric 6 A sequential number used as identifier 

for a user. 

UserMasterKey32 String 256 Randomly selected Hexadecimal 

digits that form the master key of this 

user. 

 

  

                                                 
32  The size of this field can be increased to achieve more possible keys as mentioned in chapter 7. 
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Table 0-2: Status database table description in serverDB 

 

Table 0-3 : Subscribers database table description in serverDB 

tblSubscriber: Contains subscribers' information; It has one record for each user; 

This information is needed to validate login to the system, identify users' 

locations, and their statuses33. 

Field Name Data type Size Description 

UserName String 50 Subscriber name. 

UserPw Numeric 12 A hashing value represents a user 

password. 

UserID Numeric 6 Foreign key links this table with the 

table "tblUser". 

UserStatus Numeric 1 A code describes the status of the user; 

A foreign key links this table with the 

table "tblStatus". 

UserHost String 50 A string describes the computer name 

or IP address of the user. 

UserFirstName String 15 The user's First Name. 

UserLastName String 15 The user's Last Name. 

UserGender String 1 The user's Gender (M or F). 

 

  

                                                 
33  Other information can be added as required. 

tblStatus: contains a description for different status codes of the user. 

Field Name Data type Size Description 

StatusID Numeric 1 Status code. 

StatusDesc String 30 String describes the status (e.g. 

Active, Inactive, …). 
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Table 0-4 : Friends database table description in serverDB 

 

Table 0-5 : Number of users database table description in serverDB 

 

7.2.2.ClientDB 

This database is based on each client machine. It contains two tables; one is permanent 

and identical for all clients and the other is temporary and differs from one client to 

another. 

7.2.2.1. ERM 

 

 

Figure 0-4 ERM of the ClientDB 

tblFriend: contains records that identify friends of the users. 

Field Name Data type Size Description 

UserID Numeric 6 See tblUser 

FriendID Numeric 6 A UserID who is a friend to this 

user. 

tblNumOfUsers: contains the number of users who can be registered on the 

system as well as the registered number of users. 

Field Name Data 

type 

Size Description 

LastNumOfUsers Numeric 6 The number of users who can be 

registered on the system. 

LastDateAddUsers Date 8 The last date users were created. 

LastNumUsed Numeric 6 The number of registered users on 

the system. 
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7.2.2.2. Database Tables 

a. tblUser34: a copy of the tblUser from the ServerDB on each client machine; this table 

will be used during the encryption/decryption processes. 

b. tblTempFriend: a temporary table is to be generated whenever a user is logged in. It 

contains information - needed to carry out a call - about friends (active and inactive) 

whom a person would like to be in contact with and share some information with. The 

records of this table differ from client to another depending on the user friends list. 

 

Table 0-6 : Temporary friends database table description in clientDB 

tblTempFriend: contains friends' information of the current user. It is needed to 

communicate with friends. 

Field Name Data type Size Description 

UserName String 50 Subscriber name. 

UserStatus Numeric 1 A code describes the status of the user. 

UserID Numeric 6 Foreign key links this table with the 

table "tblUser". 

UserHost String 50 A string describes the computer name 

or IP address of the user. 

 

7.3. Algorithms and Interface 

7.3.1. Create Users 

Procedure: Create users 

Executed by: System administrator 

Location: Server 

Time: Through the installation process35. 

Input:  

                                                 
34  For the table description see Table 0-1 
35  It can be executed later on at any time, but in this case the modified table "tblUser" should be sent to 

all clients.   
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1. Number of users to be created; say N. 

2. Network speed. 

Output: 

1) N records on tblUser of the ServerDB will be inserted; and then they will be copied 

to the ClientDB on all clients. 

2) The table "tblNumOfUsers" will be updated. 

Comments: It can be executed later on at any time, but in this case the updated table 

"tblUser" should be sent to all clients. It is advisable that the administrator creates enough 

number of users during the system installation. 

Algorithm steps: 

1. Input number of users to be created (say N). 

2. Select the network speed36. 

3. Read number of created users from table "tblNumOfUsers", say (NCU). 

4. Read number of registered users (i.e. subscribers) from table "tblNumOfUsers", say 

(NRU). 

5. If N is invalid depending on the network speed then 

     5.1. Display an invalid message. 

     5.2. Go to 1. 

ELSE 

     Continue. 

6. For I = (NCU + 1) to (NCU+N) 

6.1. Set UserID  I. 

  

                                                 
36  It can be programmed to be captured by the system. 
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7. 6.2. Generate a randomly 256 hexadecimal digits as "UserMasterKey". 

 6.3. Insert a record/row in the table "tblUser". 

8. Set LDAU37 (LastDateAddUsers)  System date. 

9. If NCU > 0 then 

8.1. Broadcast the modified table "tblUser" to all installed clients' machines. 

8.2. Update NCU and LDAU in the table "tblNumOfUsers". 

10. END 

Interface form: 

 

Figure 0-5 : Interface form of create users algorithm 

 

Example 7.1 

The table "tblNumOfUsers" initially has the following record: 

LastNumOfUsers LastDateAddUsers LastNumUsed 

0  0 

The table "tblUser" initially has no records. 

The procedure is executed on 28/5/2005 with the following input: 

Number of users to be created: 20 

Network speed: 10 Mbps  

                                                 
37  This will be useful in the case of adding users rather than the first time. 
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Since the number of users is valid; the table "tblNumOfUsers" is updated and becomes: 

LastNumOfUsers LastDateAddUsers LastNumUsed 

20 5/28/2005 0 

 

And 20 records are appended to the table "tblUser". The first four rows of this table are 

shown in Table 0-7. Only part of the "UserMasterKey" is shown for each record. 

Table 0-7 : Sample rows of the database table "tblUser" 

 

7.3.2. User Registration 

Procedure: User registration 

Executed by: Subscribers 

Location: Client 

Time: Any time. 

Input: Subscriber information (user name, password, confirm password, first name, last 

name, and gender). 

Output: 

1. A record will be appended on the table "tblSubscriber". 

2. Number of registered users in table "tblNumOfUsers" will be updated (i.e. increased 

by 1). 
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3.  

Algorithm steps: 

1. Input user name, password, and retype password. 

2. Check password with the retyped password. 

3. If passwords are not matching then  

    3.1. Display an error message. 

    3.2. Go to 1. 

ELSE 

    Continue. 

4. Input first name, last name, and gender. 

5. If any field is (null OR space) then 

    5.1. Display an invalid message. 

    5.2. Go to 4. 

ELSE 

    Continue. 

6. Get the computer name. 

7. Hash the password. 

8. Set UserStatus  2 (i.e. inactive). 

9. Connect to the ServerDB. 

10. Send the inputted data to the ServerDB. 

11.  Validate the user name for duplicates. 

12. If user name is valid then 
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13.  

14.     12.1. Append a record to "tblSubscriber". 

    12.2. Add 1 to "LastNumUsed" in the table "tblLastNumOfUsers" 

    12.3. Display a congratulation message. 

ELSE 

     12.4. Display a rejection message. 

     12.5. Go to 1. 

15. END 
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Interface form: 

 

Figure 0-6 : Interface form of user registration algorithm 

 

Example 7.2 

 

After the registration of three users; the table "tblNumOfUsers" will be updated and 

becomes: 

LastNumOfUsers LastDateAddUsers LastNumUsed 

20 5/28/2005 3 

 

And three records are appended to the table "tblSubscriber". These records are shown in 

Table 0-8. 

Table 0-8 : Sample rows of the database table "tblSubscriber" 
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7.3.3. User Login 

Procedure: User Login 

Executed by: Subscriber 

Location: Client 

Time: Any time. 

Input: User name and password. 

Output:  

1. In the table "tblSubscriber" of the serverDB, the value of the field "UserStatus" 

becomes "active" and the value of the field "UserHost" becomes the name of the host 

where user logged in. 

2. Controls properties of the login form will be modified. 

3. Friends' lists (active and inactive) of this user will be filled. 

4. The table "tblTempFriend" of this user will be created and filled. 

5. A socket is created and opened to listen for messages from others. 

6. A login message should be sent to all active friends of this user. 

7. All active friends who receive the login message should update their friends' lists as 

well as their "tblTempFriend" tables. 
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Algorithm steps: 

1. Enter user name and password. 

2. If (user name OR password) is (null or space) then 

      2.1. Display an error message. 

      2.2. Go to 1. 

ELSE 

      Continue. 

3. Get the computer name. 

4. Hash the password. 

5. Connect to the server. 

6. Send user name, hashed password, and computer name to the server. 

7. Read the user record from the table "tblSubscriber". 

8. Validate user name and password. 

9. If (user name OR password) is invalid then 

      2.1. Display an invalid message. 

      2.2. Go to 1. 

ELSE 

      Continue. 

10. Modify controls' properties on the interface form. 

11. Show the user full name. 

12. Update the user status and host name on the table " tblSubscriber". 

13. Start listening to messages from others. 

14. Read table "tblFriend" to get friends of this user. 
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15. Create a DB table named "tblTempFriend"&UserID on the ClientDB of this user. 

16. Prepare friends' information for this user; this includes: 

16.1. Fill the active friends' list. 

16.2. Fill the inactive friends' list. 

16.3. Append a record/row for each of the user friends in the table 

"tblTempFriend"&UserID (Including both active and inactive friends). 

16.4. Inform by messages all active friends of this user with his/her new status and 

host. 

17. Any person who is a friend of the user receives the login message should update 

his/her friends' lists and his/her "tblTempFriend" table (i.e. shifts the logged in user 

from the inactive to the active list). 

18. END 
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Interface form: 

 

Figure 0-7 : Interface form of  user login algorithm before a user login 

 

 

Figure 0-8 : Interface form of  user login algorithm after a user logged in 
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Example 7.3 

Assume that the user Bushra Abu Shqeer has the friends Omar Abu Shqeer, Mosab Abu 

Shqeer, and Naim Ajlooni. Assume also that Omar Abu Shqeer and Naim Ajlooni are 

active (i.e. currently logged in as the user status in the DB) while Mosab Abu Shqeer is 

inactive. Figures 7-9 and 7-10 show the interface forms of both Omar Abu Shqeer and 

Naim Ajlooni. Observe that Bushra Abu Shqeer appears on their inactive lists. 

 

Figure 0-9 : Interface form of  the user "Omer" logged in and none of his friends is active 
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Figure 0-10 : Interface form of  the user "Naim" logged in and none of his friends is active 

 

If Bushra Abu Shqeer logs-in then the interface forms of Omar Abu Shqeer, Naim 

Ajlooni, and Bushra Abu Shqeer look like Figures 7-11, 7-12, and 7-13 respectively. 

Observe that Bushra Abu Shqeer has been shifted from the inactive lists to the active lists 

in both Omar and Naim forms. 
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Figure 0-11 : Interface form of  the user "Omer" logged in and one of his friends is active 

 

 

Figure 0-12 : Interface form of the user "Naim" logged in and one of his friends is active 
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Figure 0-13 : Interface form of the user "Bushra" logged in and two of her friends are active 

 

Table 0-9 illustrates the table "tblTempFriend" of the user "Bushra" after she has logged 

in. Observe that it contains information for the user friends (both active and inactive). 

This information is necessary to make communication between this user and his/her 

friends. 

 

Table 0-9 : Sample rows of the database table "tblTempFriend2" 
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7.3.4. User Logout 

Procedure: User Logout 

Executed by: Subscriber 

Location: Client 

Time: Any time while a user is already logged in. 

Input: Click on the close button  

Output:  

1. User status on the table "tblSubscriber" will be updated. 

2. The table "tblTempFriend" of this user will be dropped. 

3. The socket will be closed. 

4. A logout message should be send to all active friends of this user. 

5. All active friends who receive the logout message should update their friends' lists 

as well as their "tblTempFriend" tables. 

Algorithm steps: 

1. Click on the close button  

2. Update user status on the table " tblSubscriber" to be inactive. 

3. Send logout message to all active users of this user. 

4. Drop "tblTempFriend" of this user from his ClientDB. 

5. Any friend receives the logout message should update his/her friends' lists and 

his/her "tblTempFriend" table. 

6. END 
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7.  

Example 7.4 

Assume that Figures 7-11, 7-12, and 7-13 represent the current state. If the user "Naim 

Ajlooni" logout then the interface form of the user "Bushra Abu Shqeer" becomes as 

shown in Figure 0-14. Observe that the user "Naim Ajlooni" has been shifted from the 

active to the inactive list. 

 

Figure 0-14 : Interface form of the user "Bushra" after one of her active friends logged out 

 

7.3.5.Do conversation 

Procedure: Do conversation  

Executed by: Subscriber 

Location: Client 

Time: Any time both users are logged in. 

Input: 

1. The initiator user double-clicks on a friend's user name from the friends' active list; 

this action sends a request message to the second user. 

2. The second user responses to the request.   
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3. During the conversation, a user can activate/inactivate the security process via the 

secure check box on the form. 

4. A user can finish the conversation by clicking on the stop button. 

Output:  

1. A request message from the initiator user to the second user.  

2. A response message from the second user to the first one. 

3. Bi-directional conversation messages flow between the two users. 

4. A termination message from the user who clicks on the stop button to the other user.  

Comments: The conversation takes place only if the response of the target user is OK. 

Algorithm steps: 

1. A user double-clicks on a user name from his friends' active list. 

2. Reads the friend's record from his "tblTempFriend" table. 

3. A request message includes the user name is sent to the target user. 

4. The target user sends a response message. 

5. If the response message is OK then repeat until one of the users clicks on the stop or 

close button; each of the two users38: 

5.1. Changes his/her channel status to be "BUZY". 

5.2. Prepares a speech buffer for recording/capturing. 

5.3. Speaks and records the speech to the buffer. 

5.4. If the secure check box is ON then 

  

                                                 
38  Steps 5.1 through 5.5 are done at the sender side while steps 5.6 through 5.9 are done at the receiver 

side. 
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6.        5.4.1. Selects an encryption key randomly from the master key as 

                 described in chapter 4. 

       5.4.2. Encrypts the speech data as described in chapter 4 using the 

                  above selected key. 

       5.4.3. Mixes the ciphered data with the key information as described  

                  in chapter 5. 

5.5. Sends the voice/mixed data to the other user. 

5.6. The voice/mixed data is received by the other user. 

5.7. If the received data was encrypted then 

       5.7.1. Splits the encryption key information from the ciphered data as  

                 described in chapter 5. 

       5.7.2. Extracts the encryption key as described in chapter 6. 

       5.7.3. Decrypts the ciphered data as described in chapter 6. 

5.8. Prepares a speech buffer for playing and copies the received voice 

       data to it. 

5.9. Plays the buffer and listen. 

ELSE 

      The conversation is cancelled. 

7. If a user clicks on the close button then 

6.1.1. He/she Changes his/her channel status to be "FREE". 

6.1.2. Sends a close message to the other user. 

6.1.3. Stops talking. 
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8. 6.1.4. When the other user receives the close message he/she changes 

           his/her channel status to "FREE" and stops talking. 

9. END 

The algorithms presented in this chapter and the preceding chapters form the core of the 

practical part of this research. These algorithms are considered enough to test, validate, 

and evaluate the proposed approach. A number of vital details of these algorithms were 

not mentioned. Also, some necessary algorithms have been implemented but not 

presented in this document. Some of the algorithms required the production of a complete 

comprehensive system; examples are: 

 Search algorithm is needed to find out a user out of the friends list in order to call 

him. 

 Add a friend algorithm is needed to add a user to the friends list of a user. 

 Delete a friend algorithm is needed to delete a user from the friends list of a user. 

 Chatting rooms algorithm(s) is/are needed to create chatting rooms to allow many 

users to communicate with each other at the same time. 

The implementation of the mentioned algorithms and some others are out of the scope of 

this research. The goal of the practical part of this research was achieved by the 

implementing a prototype. 

7.4.System Requirements 

To install the implemented prototype, you need: 
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Hardware 

 A PC to be used as server; preferable 1.5+ GHz, 256+ MB RAM, 40+ GB HDD, 

sound card, and network card.  

 Two PC's to be used as clients with a similar specification as the server above; 

you can use the server to be one of them. 

 Fast Ethernet network (IEEE 802.3u). 

 Speakers and microphones / headphones. 

Software 

 Windows 2000 or XP. 

 Visual Studio.Net 39 

 MS-ACCESS 

 Microsoft DirectX 9.0 SDK 40 

  

                                                 
39  A lot of references have been used for programming in VB.Net such as [Reid 2004], [Gefen & 

Govindarajulu 2004], [Deitel, Deitel, Nieto 2002], and [Duncan & Kent]; some web sites have been 

explored too such as http://www.vbfreecode.com 
40  This includes direct sound; "Direct sound is specifically designed for shorter pieces of audio data. 

Direct sound's main advantage is its speed and its 3D audio effects." [Sink 2002, p.250]. 
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Conclusions and Future work 
8.1.Conclusions 

Most of the available encryption/decryption techniques are not suitable to be used to 

secure voice data over an open network since they were originally built for text data, and 

due to their extensive computations which result in an unacceptable delay. This research 

attempts to develop a new encryption approach which adds a minimum delay time to the 

voice packets end-to-end delay. The distribution of the encryption keys is usually carried 

out through a trusted agency; this results in a significant delay before the conversation 

starts. This research attempts also to provide a new method of key exchange without an 

intermediate party. 

 

A new approach for key selection and distribution has been developed; a key is selected 

in a random fashion from a pool of master keys; enough information about this key is 

mixed with the voice data; the target receiver –and the only one - is able to extract this 

key. Simple substitutions and transformations are used to encrypt the voice data in order 

to minimize the computation cost; the security level is increased by using a new key with 

every new packet. 

 

The proposed solution has been implemented and tested; the conclusions and 

recommendations of the researchers are as follows: 

1. Most of the generated keys using the proposed method passed the frequency, serial, 

poker, and autocorrelation statistical tests, and none of the keys failed in all tests or 

passed only one test. 
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2. The average time required to carry out the overall security process at both sides 

(sender and receiver) is affected by the voice packet size; larger packet size requires 

more processing time. If the packet size is doubled, then the security processes time 

is almost doubled too. Therefore, it is recommended to keep the packet size small 

enough in order to minimize the required time for the overall process keeping in mind 

the overload that comes from packet headers. 

3. The length of the master key does not affect the amount of time needed to carry out 

the security processes; therefore it is recommended to enlarge the master key length 

as this increases the possible number of keys that can be generated from it. 

4. The average time required to carry out the overall security process at both sides 

(sender and receiver) in the proposed solution as shown in Table 0-1 is very small 

compared to the average encryption and decryption time required by known 

algorithms such as AES_Rijndael as shown in Tables 3-5 and 5-3). 

5. Keys of any length can be used in the proposed solution; therefore it is recommended 

to use a large range of key length since this strengths the security level. 

6. The proposed solution produces a huge number of possible keys for each user; this 

number depends on different factors41, and it grows quickly as values of the different 

factors increase (see Tables 6-4 and 6-5). Increasing the values of these factors does 

not add any significant amount of time to the overall process; therefore it is 

recommended to increase these values. 

7. It is impossible for an unauthorized user to identify a voice message using brute-force 

attack assuming that half of the permutations are to be tried to reach the goal as 

presented in Table 0-4 and Table 0-5.  

                                                 
41  See Equation 0.1 and Equation 0.2 
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8. It is possible to apply the proposed solution for VoIP on variety network 

configurations as presented in chapter 7; (see examples 6.3 to 6.6).  

8.2.Future work 

Even though, the research in this dissertation proved that the proposed solution enhanced 

the security of VoIP and can be applied on variety network configurations; there is further 

research that can be done to enhance or support the presented solution such as: 

1. A comparison between the security timing cost of the proposed solution and a known 

cryptosystems. 

2. Extra factors can be added to the key selection algorithm in order to increase the 

possible number of keys and hence increase the security level. 

3. New method(s) of mixing the key information with the voice data can be used. 

4. Test if the proposed solution can be used to secure video over internet protocol. 

5. Analyze the effects of applying the proposed solution in IPv6 environment. 
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